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Zusammenfassung

Da die Folgen von Dürren in Mitteleuropa in der jüngsten Vergangenheit vorherrschen, sind
Trends bei den Ab�üssen von entscheidender Bedeutung, um Überwachungs- und Frühwarn-
systeme (M & EW) einrichten zu können. In dieser Studie wurden 337 naturnahe Kopfeinzugs-
gebiete in Deutschland auf mögliche Trockenheitstrends hin analysiert. Der Mann-Kendall
Trendtest wurde auf die Zeitreihen der Jahre 1970 - 2009 angewendet, um saisonale und
Niedrigwasser Veränderungen zu ermitteln. Während die Trends der Niedrigwasserab�üsse
im Sommer keine kohärente Trendrichtung für ganz Deutschland aufweisen, unterliegen die
saisonalen Ab�usstrends erheblichen Veränderungen. Diese Studie bestätigt die Ergebnisse eu-
ropaweiter Studien zu allgemeineren höheren Ab�üssen im Winter und Frühling und geringeren
Ab�üssen im Sommer für Deutschland. Niederschlags- und hydrologischen Dürren wurden in
dieser Studie mit einem zeitlich variierenden Schwellenwert ermittelt. Die Dürretrends werden
von den Dürrejahren 1971 und 1976 dominiert und zeigen daher vor allem negative Trends bei
der Dauer und Schwere der Dürre auf. Da sich die Ab�ussregimes in Mitteleuropa unter der
globalen Erwärmung möglicherweise ändern können, wurden die ermittelten Ab�usstrends mit
der vorhergesagten Änderung der �Global Circulation Models� in Beziehung gesetzt. Um die
Prozesse zu verstehen, die die Manifestierung der meteorologischen Variablen im hydrologis-
chen Kreislauf steuern, wurde der Zusammenhang zwischen klimatischen Variablen und dem
Ab�uss während Dürreereignissen analysiert. Um diese Verknüpfung zu messen, wurde die
Korrelation des Standardisierten Niederschlags- und Niederschlags-Evapotranspirationsindex
(SPI und SPEI) mit dem Standardisierten Stream�ow Index (SSI) berechnet. Die Ergebnisse
zeigten, dass trotz zunehmender Evapotranspirationstrends die Dürren in Deutschland immer
noch durch ein Niederschlagsde�zit und nicht durch höhere Evapotranspirationsraten verur-
sacht werden.

Stichworte: Hydrologische Dürre, Meteorologische Dürre, SPI, SPEI, SSI, Einzugsgebiet-
seigenschaften, Trockenheitsmerkmale, E-OBS, Trends, Deutschland
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Abstract

Trends in stream�ow are of vital importance to assess the extend of possible future change as
the consequences of droughts are predominant in central Europe in the recent past. This study
analysis 337 near-natural head catchments in Germany to detect possible trends in stream�ow.
The Mann-Kendall test was applied to precipitation, temperature and discharge time series
of the years 1970 - 2009. While trends in low �ows during summer do not exhibit a coherent
trend direction for the whole of Germany the seasonal discharge trends are subject to signi�cant
changes. This study con�rms the results of cross European studies of a general wetting trend
in winter and spring and a general drying trend in summer for Germany. The properties and
trends of precipitation and hydrological droughts were determined in this study with a varying
threshold approach. Drought trends are dominated by the severe droughts in 1971 and 1976
and therefore mainly depict negative values in drought length and severity. Stream�ow regimes
in central Europe are possibly subject to change under global warming. Detected stream�ow
trends are put in relation with the predicted output of Global Circulation Models. To under-
stand the processes controlling the propagation from meteorologic to hydrologic drought the
relationship between climatic variables and stream�ow during drought events were analysed.
To measure this linkage, the correlation of the Standardised Precipitation and Precipitation-
Evapotranspiration Index (SPI and SPEI) with the Standardised Stream�ow Index (SSI) were
calculated. The in�uence of catchment intrinsic properties and climatic variables on the drought
propagation were investigated. The results showed that although increasing evapotranspiration
trends are ubiquitous, droughts in Germany are still caused by a precipitation de�cit rather
than higher evapotranspiration rates.

Keywords: Hydrologic drought, Meteorologic drought, SPI, SPEI, SSI, Catchment character-
istics, Drought characteristics, E-OBS, Trends, Germany
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1 Introduction

Drought is a recurring natural phenomenon that is developed and propagated by a de�cit of the
available water resources over a large area and lasting a signi�cant time span (Dai, 2011). Other
climatic variables next to precipitation controlling the variability of droughts are the tempera-
ture, atmospheric demand and heat waves (Beguería et al., 2014; Vicente-Serrano et al., 2015;
She�eld et al., 2012).

Due to its slow development, droughts have been characterised as a creeping phenomenon with
a high resilience. In contrast to other natural disasters (e.g. volcanic eruptions, earthquakes)
where most of the damage happens the �rst few hours, droughts can last many months to
years and can still have impact years after the event is over (Spinoni et al., 2017). Drought is
considered the natural disaster that causes most damage (Haied et al., 2017).

According to their impact, droughts can be classi�ed into the four categories: meteorologi-
cal, hydrological, agricultural and socioeconomic drought (Haied et al., 2017). Economically
droughts a�ect all sectors and can cause severe �nancial damage to individuals and the state as
a whole. For example the U.S. drought in the Central Plains (2012-2013) caused more than $US
12 billion (Hoerling et al., 2013) and the 1995 drought in Spain caused $US 4.5 billion damage
(Guha-Sapir et al., 2004). Civil con�icts and human displacement are known to be associated
with preceding drought events. With a de�cit in available water for agriculture, food security
can become a growing concern. The 1984 drought in Sudan a�ected 20-24 million people, be-
cause the crop yields only covered 20% of the demand (Epule et al., 2015). Environmentally it
a�ects all levels of the hydrological cycle causing irreversible damage to non-resilient �ora and
fauna.

The analysis of drought trends has experienced a lot of scienti�c and public attention in recent
years as the drought characteristics are changing due to climate change. Drought trends play a
crucial role in the preparedness of a region for future droughts, helping to formulate mitigation
plans that reduce the impact of droughts. Several studies have analysed past climate and hy-
drological time series resulting in di�erent signi�cant past trends. Dai (2011) saw an increasing
trend in the percentage in global land under drought. She�eld et al. (2012) analysed droughts
over the past 60 years and came to no signi�cant trends in drought events. Van der Schrier et al.
(2006) could not di�erentiate between multi decadal variability and trends in the drying of the
soil during summer. Analysis of the Palmer Drought Severity Index (PDSI) since 1750 by Bri�a
et al. (2009) showed signi�cant positive trends in summer droughts. Spinoni et al. (2015) ob-
served a linear increase of drought variables since 1950 in South-Western Europe. In the period
1951 - 1970 Eastern Europe, Russia and Scandinavia were drought hotspots and in the period
1991 � 2010 the Mediterranean and Baltic region were a�ected most by drought. The review
of global drought trends from 1950 to 2008 by Dai (2011) delineates a warming up over most
land areas by 1-3◦C and a precipitation decrease in large parts of the world. The decreasing
trend in precipitation are re�ected by similar decreasing trends in runo� in the same regions.
According to Samaniego et al. (2013) 35 countries will face severe water shortage by the year
2020 and by the end of the 21st century Wang (2005) warned of world wide agricultural drought.
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Low �ow conditions, similar to drought conditions, can negatively impact river stakeholders
(energy production, transport, agriculture...). In their trend analysis of 441 small catchments in
15 countries across Europe Stahl et al. (2010) found decreasing trends in the summer low �ows
in most regions across Europe. Steinbauer and Komischke (2016) could only detect signi�cant
trends in 33% of their catchments in southern Germany delineating both positive and negative
change. In their analysis of �ow quantiles in Switzerland Birsan et al. (2005) detected positive
trends of the moderate and low �ow quantiles during spring and autumn. During summer both,
positive and negative trends are present.

The impact of drought and low water levels are easy to perceive, a de�cit of water in parts of
the hydrological cycle (i.e. atmosphere, soil, rivers). However, it is more di�cult to understand
the processes (meteorological, hydrological and biogeophysical) and their interaction leading
to a drought. A mere de�cit of water does not imply drought conditions, since further factors
(season, climate, region, regime) need to be considered.

The concept of drought propagation is the manifestation of meteorologic drought variables into
the surface and subsurface creating either hydrological and/or agricultural drought (Van Lanen,
2006). In their analysis of the relationship of meteorologic and agricultural drought Bachmair
et al. (2018) found that short accumulation periods of the Standardised Precipitation and
Precipitation-Evapotranspiration Index (SPI and SPEI) exhibit the highest correlation with
crop vegetation stress. Barker et al. (2016) analysed the mechanisms controlling drought prop-
agation in 121 near-natural catchments in the UK. Their results show that catchments underlain
by productive aquifers feature higher correlation with longer accumulation periods of the SPI.
Huang et al. (2017) analysed the propagation from meteorological to hydrological drought in an
arid and semi-arid catchment in China. Their results show that the propagation time is subject
to seasonal �uctuations. The results of drought propagation in the Netherlands and Spain show
that quickly-responding catchments are subject to a higher frequency of minor droughts while
slowly-responding catchments have a higher chance of very severe droughts (Van Lanen, 2006).

Few studies have analysed the linkage of meteorologic and hydrologic trends using standardised
indicators for the quanti�cation of the relationship. In the literature no common method to
quantify the linkage of the two variables can be found. Furthermore, very few studies incor-
porated the in�uence of catchment characteristics on the drought propagation (Barker et al.,
2016). Few studies have analysed the propagation time of meteorologic to hydrologic drought
(Huang et al., 2017). To be able to mitigate the e�ects of drought and to establish a Monitoring
and Early Warning system for Germany it is vital to understand the underlying process that
determine the severity of hydrologic droughts. The data set used in this study has been used to
analyse possible trends in groundwater levels but the linkage of the discharge to meteorologic
variables was not analysed yet (Hellwig and Stahl, 2018). This study exploits the long climatic
and discharge record of 337 catchments to quantify the drought propagation of hydrologic to
meteorologic drought using Standardised Indices. Usually studies conduct their analysis with
one climatic index only, this study will use the SPI and the SPEI to be able to distinguish
between precipitation and evapotranspiration driven hydrologic droughts. Furthermore, pre-
cipitational and discharge drought characteristics and trends are calculated with the varying
threshold approach of the 80th percentile (van Loon and Laaha, 2015).
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Although many studies have analysed discharge trends in Europe and Germany their results
di�er depending on the method of calculation, the data set used and the time period considered
(She�eld et al., 2012). Further studies of discharge trends give insight on possible trend changes
and their seasonal and spatial variability in central Europe. This study is a further contribution
to determine discharge trends in central Europe.
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2 Hypothesis and goal

This study calculates discharge trends for 337 near-natural catchments in Germany and links
them to observed climatic trends. Using standardised indices and the calculated trends the
propagation of meteorologic to hydrologic drought is analysed. The questions addressed are:

1. Long term trends in discharge

1.1. How do the analysed variables vary in time?

1.2. Which catchment and climatic characteristics explain the variability of the discharge
trends?

1.3. Are the observed trends in line with the predicted changes due to global warming?

2. Analysis of drought propagation

2.1. What are the climatic drivers of hydrologic drought?

2.2. On what time scale are meteorologic and hydrologic droughts linked?

2.3. Which catchment characteristics in�uence the drought propagation and drought
characteristics?

4



3 Study area and data

Germany is considered a humid country with slightly lower precipitation in winter than in sum-
mer. The selected catchments (n=338) represent the climatic variation in Germany. Lowland
catchments in the north under oceanic in�uence with a milder climatic amplitude (n= 43) and
mountainous catchments with snow accumulation over winter and considerably higher precipi-
tation (n= 29). Since in eastern Germany the data are subject to longer data gaps in the past
only 27 catchments are found in the former GDR. Due to a higher station density in Southern
Germany are the catchments in the North (n= 138) slightly under represented (Fig. 3.1).

For the trend analysis in this study, temperature, precipitation and discharge time series were
analysed in 338 catchments. All datasets (precipitation, temperature, discharge, land use and
hydrogeological information) were not obtained from the original source but from Hellwig et al.
(2018) who used these data sets to analyse the impact of resolution of meteorological data sets
on catchment-scale precipitation and drought studies.

The daily average stream�ow data originally comes from the environmental agencies of the
German federal states. Only records with no-data gaps were considered, with a continues
data record from 1.1.1970 until 31.12.2009. More recent data were not readily available for all
catchments. To be able to test for signi�cant changes in Germany, the focus lie on gathering
�ow and climatic data for as many catchments as possible, rather than longer time series of
only a few catchments. To detect anthropogenic interference visual screening was done for the
stream�ow data sets. This lead to the removal of one catchment, which had unrealistic changes
in water �ow due to the sedimentation of the gauging station. To ensure that possible trends in
discharge are climate related and not dampened or ampli�ed by anthropogenic changes, only
near natural headwater catchments with a catchment size smaller than 200 km2 were chosen.
As small head catchments have a stronger direct response they are subject to less overlaying
processes.

For the remaining 337 catchments temperature and precipitation were interpolated from gridded
climate data (0.25◦ grid) of the European Climate Assessment & Dataset (E-OBS). Precipita-
tion (as daily sum) and temperature (as daily mean) are interpolated from the E-OBS stations
in Germany (Haylock et al., 2008). On average 2.4 grid cells intersect with the catchments.
This data set has already been used for drought studies across Europe and for more detailed
studies only in Germany (Bachmair et al., 2015; Spinoni et al., 2015, 2017).

Higher resolution data is available (e.g. REGNIE) but the objective of the study is not the
detailed analysis of certain catchments, the exact timing of the drought events and the detailed
de�cit, rather the general trend, length and severity. E-OBS data was found to have su�cient
high resolution to detect drought events (Hellwig et al., 2018).
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Fig. 3.1: Map of the analysed catchments with the dominant hy-
drogeology form.
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4 Methods

To analyse drought and low �ow trends in Germany trend analysis of varies stream�ow charac-
teristics, representing di�erent �ow quantiles, were conducted in section 4.1. To measure if the
possible stream�ow changes are driven by meteorological changes, varies climate characteristics
were derived from the data sets (section 4.2). To be able to quantify the in�uence of monthly
meteorological variation onto the monthly stream�ow, standardized climatic indicators (SPI
and SPEI) and the standardized stream�ow indicator (SSI) were calculated for all catchments.
Their calculation method is presented in section 4.3. As the magnitude of stream�ow trends
depend of catchment speci�c characteristics, these were quanti�ed in section 4.4. As drought
are de�ned as a de�cit of the water resources over a certain amount of time, in section 4.5
the method of drought detection and quanti�cation is presented. Trends were calculated with
Mann Kendall trend analysis with correction for auto correlated samples (section 4.6). To be
able to test for statistical signi�cance of the calculated trends the signi�cance threshold has to
be corrected to incorporate the e�ect of cross correlation among the catchments. The chosen
method to calculate �eld signi�cance is described in section 4.7.

All calculations were done in R (R Core Team, 2017).

4.1 Discharge characteristics

Annual variables were calculated of the stream�ow data to detect long term changes. Commonly
used low �ow indicators are the yearly minimum discharge of a 7 and 30 day rolling mean (Stahl
et al., 2010; Coch and Mediero, 2016; Steinbauer and Komischke, 2016). To detect possible
changes in other �ow quantiles not represented by the 7- and 30-day rolling mean, quantile �ows
were calculated (Birsan et al., 2005). The following variables were calculated for all catchments:

1. 7-day-mean minimum of the summer period (May to November) referred to as Qmin7

2. 30-day-mean minimum of the summer period (May to November) referred to as Qmin30

3. timing (day of the year) of the 7-day-minimum occurrence referred to as TQ7

4. monthly and seasonal 10%, 35%, 50% and 80% quantile

The Qmin7 and Qmin30 where limited to only the summer period, since a focus of this study
is the attribution of discharge trends to meteorological trends in precipitation and/or evapo-
transpiration. During summer the catchments are dependent on their groundwater storage as
the P−PET di�erence is negative during summer in all pluvial catchments. Therefore, the low
�ow of rivers mostly consists of base�ow and thus represents the long term meteorologic mem-
ory of the catchments. As higher elevated catchments have more snow accumulation during
winter compared to low land catchments their yearly low �ow minima can occur during winter.
This would result in di�cult interpretation since winter low �ows could result from di�erent
meteorological e�ects: snow accumulation, precipitation de�cit or evaporation (Stahl et al.,
2010). To detect changes in snowfall patterns TQ7 of nival catchments are analysed in separate
analysis (Fig. 4.1).
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Fig. 4.1: TQ7 for pluvial catchments (n=308) during summer (Mai - Nov.)
and for nival catchments (n=29) during winter (Dec-Apr.). Shown
is the mean (solid line) and the interquartile range.

The years in the time series are calendar years, not hydrological years. As droughts and low
�ows in Germany mainly occur in late summer the hydrological new year on the 1st of Novem-
ber would split droughts occurring in October and November into two di�erent years. Seasonal
trends are calculated for the calender seasons, unless otherwise stated. Hydrologic winter period
is de�ned as November - April, the hydrologic summmer period is de�ned as May to October.

4.2 Climate characteristics

As climatic variables are the drivers of the hydrological cycle, changes in climatic variables have
a large in�uence on the discharge generation process. To determine if the observed climatic
time series is subject to trends the following multiple meteorological variables were derived
from the original daily time series on monthly, seasonal and annual basis.

1. precipitation (P) sums [mm]

2. potential evaporation (PET) sums [mm]

3. precipitation - PET (P−PET) sums [mm]

4. average and maximum temperature [◦C]

5. number of days in the snow fall period (Dec. - Apr.) with a mean temperature below
0◦C [d]

6. length of dry spells [d]

7. days without rain [d]

8. the maximum rainfall sum within 72h [mm/72h]
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Variables 5. - 8. were calculated to detect potential changes in precipitation patterns. The
days with a mean temperature below 0◦C in the snow fall period is used to detect possible
changes in which form the precipitation falls, either as rain or as snow (Birsan et al., 2005).

The climatic variable describing the length of dry spells is the yearly maximum number of
consecutive days without perceivable rainfall. In the literature thresholds between 0.1 mm/d
and 2 mm/d were found de�ning "no-rain" (Ceballos et al., 2004). Since the used E-OBS data
are interpolated data subject to a larger error margin the threshold de�ning no rain was set to
<0.5 mm/d in this study.

To detect possible trends towards more or less extreme rainfall events the number of days
without rain (<0.5mm/d) and the maximum rainfall sum within in 72h is calculated for all
catchments on seasonal and annual basis. Summing precipitation over 72h is a common used
time span for extreme precipitation sums (Heinrich and Leibundgut, 2000).

The PET (mm/month) was calculated on monthly basis using Thornthwaite's method (Thorn-
thwaite, 1948) since only temperature data was readily available. Other calculation methods
e.g. the Penman-Monteith equation requires further variables that were not available for all
catchments for the time period calculated. If the average daily temperature (Td) is below 0,
the mean is set to 0 as PET cannot be negative.

PET =

{
16
(
L
12

) (
N
30

) (
10 Td
I

)α
, if Td ≥ 0

0, if Td < 0
(1)

L is the average day length (h) of that particular month, N is the number of days in the month,
Td is the average daily temperature (◦C/d), α is a correction term and I is the heat index based
on the monthly mean temperature (Tmi) (Thornthwaite, 1948).

I =

12∑
i=1

(
Tmi
5

)1.514

(2)

α = (6.75 · 10−07)I3 − (7.71 · 10−05)I2 + 0.01792 · I + 0.49239 (3)

4.3 Standardized indicator calculation

In the literature a wide variety of Standardizes Climatic Indicators (SCI) can be found. The
World Meteorological Organization recommends the use of the Standardized Precipitation Index
(SPI) to characterise meteorological droughts (WMO, 2009). To include the e�ect of tempera-
ture and therefore also evaporation Vicente-Serrano et al. (2010) introduced the Standardized
Precipitation Evapotranspiration Index (SPEI). The Palmer Drought Severity Index is another
commonly used indice based on a physical water balance model. It could however not be used
as it needs the soil water capacity as an input parameter (Palmer, 1965). In this study SPEI
and SPI where calculated to quantify precipitation (P) and precipitation − evapotranspira-
tion (P−PET) deviations respectively (Dai, 2011; Ganguli and Ganguly, 2016; Bachmair et al.,
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2018).

In comparison to climatic indices it is di�cult to identify a hydrological indice that is com-
monly used in the literature. To calculate monthly stream�ow deviations the Standardized
Stream�ow Index (SSI) was calculated (Barker et al., 2016). The advantage of the SCIs is
that their standardization allows the comparison across di�erent catchments. To calculate the
propagation of meteorological to hydrological drought, the SCIs are correlated with the SSI,
allowing the attributing of droughts to either rain de�cit or evapotranspirational loss. There
are two di�erent methods for their calculation: parametric and nonparametric. For this study
both methods were used to calculate the SCI and the SSI.

In the parametric method a suitable probability distribution is �t to the monthly aggregated
climate data using the unbiased probability weighted moments as the �tting method. For cli-
matic variables, the intensity of the drought is dependent on the previous time step, meaning
that a precipitational drought in a particular month is worse if it hasn't rained the past month
either. Therefore, the SCI is calculated for di�erent accumulated time periods. The SCI is
denoted zi for i = 1, 2, . . . , n, with i representing the number of months being aggregated over
(e.g. SPI-1, ..., SPI-24). The aggregation periods used in this study are 1,2,3,6,12 and 24
months to represent short term and long term climatic in�uence.

For every precipitation accumulation period the cumulative probability is derived based on the
calculated parameters (shape and scale) from the �rst step. The cumulative probabilities are
converted to follow the standard normal distribution (with µ = 0 and σ = 1). Because the
data is standardized to follow the standard normal distribution, its mean is 0 and its variation
is 1 but its skewness is not removed. The SPI data tends to be skewed to the left for most
catchments with few very low values, indicating months with low precipitation sums. For the
SPI calculation the widely used two-parameter gamma distribution was chosen (McKee et al.,
1993; Vicente-Serrano et al., 2010; Stagge et al., 2015; Ganguli and Ganguly, 2016).

SPI only considers precipitation. However, it is important to incorporate the e�ect of evapo-
transpiration as a possible meteorologic drought driver as for example the 2003 drought was
caused by a severe heat wave in central Europe (Rebetez et al., 2006). Under global warming
further temperature increase is expected leading to more evapotranspiration. To incorporate
the possible increasing in�uence of evapotranspirational loss as a main drought driver it must be
incorporated in the analysis of the climatic variables. To account for the e�ect of temperature
Beguería et al. (2014) developed the SPEI, which is based on a similar calculation approach as
the SPI, but extends the information content by considering the PET. SPEI is calculated from
the di�erence between the monthly precipitation sum and the PET. The widely used log-logistic
distribution was used to calculate the SPEI from the monthly P−PET values (Vicente-Serrano
et al., 2010; Spinoni et al., 2017). Unlike the SPI data, the SPEI data are not skewed. SPI and
SPEI were calculated in R with the SPEI package (Beguería and Vicente-Serrano, 2017).

Stream�ow data are subject to higher variability between the catchments than climate data.
For example, an alpine river with a snow regime has a di�erent �ow behaviour than a catchment
over a limestone aquifer in the north of Germany. The variability in the stream�ow is the sum
of many factors resulting in possible high variability of adjacent rivers. Fitting the same dis-
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tribution to every month of the same catchment would mean that a low �ow month with little
inter annual variation would be transformed with the same distribution as a month prone to
�oods. Climate data, in contrast, follows a smoother interannual variation, following a similar
pattern over the years. Since climate data is a macro scale phenomena adjacent catchments
have a similar distribution.

Vicente-Serrano et al. (2012) recommends to �t di�erent distribution for every month and ev-
ery catchment considered. Because of the heterogeneous nature of stream�ow data this would
result in subjective distribution selection and a non-comparable data set which would not be
reproducible. Therefore, the nonparametric method was chosen to calculate the SSI.

The nonparametric method, avoids the problem of the appropriate distribution selection by ap-
plying a normal scores transform. The monthly aggregated data are assigned ranks according to
the observations of this month in the other years. The inverse normal cumulative distribution
function (µ = 0, σ = 1) is then applied to the ranks (Bloom�eld and Marchant, 2013). The
result are a normal distributed equally spaced SSI values referring to the rank with a �xed range
from −1.97 to 1.97 (if considering 40 years) for every catchment. The SSI on monthly basis
can be compared to the 30-day-mean �ow typically used to detect annual low �ows (Barker
et al., 2016). Therefore, only SSI was calculated on single monthly basis and not for aggregated
monthly values.

In all three indicators negative values indicate dry conditions and positive values wet conditions
in relation to the mean of the considered time period over the 40 years considered. The unit of
the SSI and SCI is the standard deviation of the long term mean.

To measure the propagation of meteorological drought to hydrological droughts the meteoro-
logical indices SPI and SPEI were used as descriptors of the climatic variability. As a focus
of this study is the propagation of the climatic variables during drought the analysis of the
propagation was limited to only drought periods. These were de�nes as SSI < 0. SSI be-
low 0 indicates that the monthly stream�ow mean is below the long term monthly mean. To
quantify the propagation the dependence of the discharge of the meteorological variables was
measured. The Spearman correlation (ρ) of the monthly SCI over di�erent aggregation periods
(n=1,2,3,6,12,24) with the SSI during drought events were calculated for all catchments. Due
to the non-linear relationship between SSI and the SCI the Spearman ρ was used Barker et al.
(2016). To quantify the propagation of meteorologic drought to hydrologic drought the Spear-
man's ρ of the SCI with SSI during drought events were calculated. To detect the in�uence
of the emerging climate change with an accompanying potential increase in evapotranspiration
changes in the linkage between the SCI and SSI during drought events were analysed. A similar
approach was used by Barker et al. (2016) to calculate the propagation of meteorological to
hydrological drought.

4.4 Catchment characteristics

Runo� is not only driven by meteorological variables, it depends on catchment speci�c discharge
formation processes that vary in space and time within and between the catchments. To be
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able to answer the research question of explaining the trend variability in Germany the trends
were analysed in relationship with di�erent catchment speci�c characteristics. The catchment
characteristics analysed in this study are all considered static over time, since time varying
variables were not available (e.g. soil moisture).

Because of the complex nature of discharge generation, catchment properties were derived as
potential in�uence on the discharge generation (Table 4.1). The catchment characteristics can
describe the di�erentiating stream�ow trends that can di�er in direction of change although
they are subject to the same meteorological changes.

Tab. 4.1: Ranges and mean of catchment characteristics. The source of the date is noted for
every variable. FEA stands of the German Federal Environmental Agencies, E-OBS
are the climatic data originated from the European Climate Assessment & Dataset
(Haylock et al., 2008), d signi�es that the original time series was used to calculate
the speci�c variable.

Characteristic Range (Mean) Unit Data source
SR - - E-OBS (d)
BFI 0.20 - 0.97 (0.62) - FEA
ARS 451 - 1637 (934) mm/a E-OBS (d)
Hydrogeology - category BGR
Landuse - category UBA
Catchment size 0 - 208* (88) km2 FEA
Mean discharge 0.003 - 9.2 (1.3) m3/s FEA (d)
Mean air temperature 4.5 - 10.3 (7.9) C◦ E-OBS (d)
Long-term memory e�ect 0.18 - 0.79 (0.47) - E-OBS & FEA (d)
Latitude - Gauss- Krüger FEA

* = Catchment size contains 8 catchments with no or very low catchment sizes (<5 km2) as
their actual catchment size could not be determined because the underground watershed was
not de�nable.

• The seasonality of the low �ow (SR) is a method to quantify the discharge regime. It
was calculated after the method of Laaha and Blöschl (2006) from the discharge time
series. It is calculated with the ratio of the mean 95% quantile of the summer months
(Q95summer) and the winter months (Q95winter). Summer is de�ned as Mai - November
and winter as December - April. Values above 1 indicate the catchment have their lowest
�ow in winter, values below 1 indicate it occurs in summer. In this study, catchments
with their lowest �ow during winter are referred to as nival and catchments with their
lowest �ow during summer are referred to as pluvial.

SR = Q95summer/Q95winter (4)

• The base�ow index (BFI) was calculated according WMO standard (Gustard and De-
muth, 2009) using the R package lfstat (Ko�er et al., 2016). The BFI is the ratio
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of annual base�ow to the total annual run-o� in a catchment. It's a widely used de-
scriptive characteristic of catchments since it is a cumulative proxy variable for a variety
of catchment properties (e.g. soil, porosity, hydrogeology,...). It's in�uence on drought
development, propagation and length has been proven by several studies (Clausen and
Pearson, 1995; Zaidman et al., 2001).

• The average rainfall sum (ARS) was calculated for the entire period 1971 to 2009 from the
E-OBS precipitation dataset, providing the average rainfall sum per year of every catch-
ment. The climatic normal periods of the German Meteorological O�ce (1961 - 1990 and
1991 - 2020) were not selected as the reference period, as they are partly outside of the
time period available (1970 - 2009).

• The hydrogeological information of the catchments were obtained from the hydrogeolog-
ical atlas of Germany (BGR, 2016). The catchments were clustered according to the
dominating type of porosity: porous (n=79) or fractured (n= 170). Since catchments are
usually made up of di�erent aquifer types, the dominating (covering more than 2/3 of
the catchment area) was attributed to every catchment. This resulted in 79 catchments
being clustered porous and 170 being clustered fractured. Catchments with no dominat-
ing porosity were classi�ed as "other" (n=88).

• Landuse data was derived from the harmonized land cover data set for Europe (Umwelt-
bundesamt, 2000). The data set comes in three levels of detail, with parent categories
being the most abstract and the subcategories having more detail. The parent catego-
rization is su�cient for the analysis of hydrological processes and was therefore chosen as
the descriptive land use type. The detailed subcategories would have led to 48 di�erent
categories (vs. 3 in the parent category). The land use type with the largest land cover
was chosen as the land use for the whole catchment: "agricultural areas" = 194 catch-
ments, "forest and semi natural areas" = 135 and "arti�cial surfaces" = 5 and 3 NAs
with no land use information.

• The long-term memory e�ect was determined using the Spearman ρ of the discharge indi-
cator (SSI) with the SPI-12. Catchments exhibiting a higher correlation with the SPI-12
depend more on the long term aggregated precipitation sum indicating a long term mem-
ory of the aquifer.

To explain the di�erent magnitude of the Mann-Kendall (MK) tests the 337 catchments were
analysed according to di�erent catchment, climatic and geological categories and their spatial
distribution. As an aim of this study is to explain the variance of the discharge trends the
determined trends are tested if clustering helps to explain the detected variance.
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4.5 Drought characteristics

Whilst minima and quantile �ow values are useful �ow characteristics to detect long term trend
changes they do not depict information on the presence of droughts. Therefore, trends in the
summer low �ow (Qmin7 and Qmin30) can not be transferred to trends in actual drought events.
As one de�nition of droughts is the abnormal de�cit in water resources, they can be de�ned as
the deviation of the average discharge/precipitation sum at a certain time step (Dai, 2011). A
drought de�nition method used in the literature is the varying threshold approach (Fleig et al.,
2006; Van Lanen, 2006; Tallaksen et al., 2009).

In this study drought were de�ned using the threshold level method (van Loon and Laaha,
2015; Parry et al., 2016; Hanel et al., 2018). One common threshold is the deviation of the
discharge xi of the long term average at time step i (Parry et al., 2016). A more frequently
threshold uses low �ow quantiles re�ecting �ow characteristics (Q80, Q95) meeting ecological,
navigational or energy production requirements. To identify droughts a time varying threshold
is used per catchment to consider seasonal stream �ow levels. The advantage of a time varying
threshold over a �xed threshold is that the latter would for example not detect an abnormal
low during the high water period. In this study droughts were de�ned if the 30 day moving
average stream �ow was below the 80th quantile for at least 4 consecutive days. Droughts are
terminated if the 30 day moving average is above the threshold.

The varying threshold approach allows the calculation of several drought characteristics for ev-
ery drought event. The drought length is described by the amount of days that the variable is
below the threshold. The cumulative de�cit is the deviation of the stream�ow data of the thresh-
old describing the drought intensity. The de�cit volumes were standardized by subtracting the
mean and dividing by the standard deviation to enable comparison. The drought frequency was
calculated by counting the number of drought events in every year (van Loon and Laaha, 2015).

Beyene et al. (2014) con�rmed that this method is suitable for catchments with distinctive
seasonality (timing of the low �ow). Since in this study some catchments are found in the Alps
or in the low mountain range the seasonality has to be considered. This method of drought
characteristics was applied to the daily stream �ow and precipitation data. For the precipita-
tion data the 30 day moving sum was used instead of the moving average.

To measure the propagation of meteorological drought to hydrological drought, the connection
between precipitation and hydrological droughts were quanti�ed. The in�uence of the catch-
ment characteristics on the drought propagation was analysed to be able to explain the drought
propagation mechanisms. Trends in the drought characteristics were analysed on yearly and
seasonal basis.

4.6 Trend calculation

Trends were calculated using Mann-Kendall (MK) test, which tests for the presence of a mono-
tonic trend. The Null Hypothesis being that no monotonic trend is present. The MK test is a
widely used method on hydrological studies (Douglas et al., 2000; Radziejewski and Kundzewicz,
2004; Wang et al., 2010; Wilks, 2011). Since the MK test doesn't assume that the data come
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from a certain distribution it belongs to the group of nonparametric test. It has a higher power
(the probability of rejecting H0) than many other commonly used tests and it is robust against
outliers (Machiwal and Jha, 2012). It is based on the sign of the di�erence between all possible
data points xj − xi with j > i. In total this would result in n(n − 1)/2 di�erences. Before
applying the test the data must be ordered according chronologically.

sgn(xj − xi) = 1 if xj − xi > 0
= 0 if xj − xi = 0
= -1 if xj − xi < 0

(5)

To calculate the direction (positive/negative) of the trend the MK statistic (S) is calculated
from all possible di�erences. A positive S value indicates a positive trend, meaning that the
data points tend to increase with time.

S =
n−1∑
i−1

n∑
j−i+1

sgn(xj − xi) (6)

The variance of S is based on the number of observations (n) and on the number of tied data
(g). With ek as the number of data in the kth group of tied data.

V (S) =
1

18

[
n(n− 1)(2n+ 5)−

i=1∑
g

ek(ek − 1)(2ek + 5)

]
(7)

Climatic data tend to underlie a certain amount of temporal dependence leading to auto cor-
relation. The discharge or climatic variable is not independent of the preceding time step.
Since this violates one of the central assumptions of the MK test, which requires the data to be
independent measurements, an adjusted MK test was applied. The existence of autocorrelation
can cause the false rejection of the null hypotheses (Kulkarni and von Storch, 1995). Matalas
and Langbein (1962) showed that autocorrelated time series tend to larger variance than non
autocorrelated ones, therefore the modi�ed MK test has an altered method to calculate the
variance. The problem of a larger variance is that the probability density function �attens,
leading to a larger amount of the MK statistic (S) to fall within the critical region (Yue and
Wang, 2004). Thus leading to a increased rejection rate of the null hypothesis. To avoid the
issue of a large variance increasing the risk of type I error, several variance correction methods
have been developed in the literature.

Von Storch (1999) introduced a variance correction known as pre-whitening. This removes the
autoregressive part of a time series before the application of MK test. Yu et al. (1993) showed
that pre-whiting correction method also removes part of the trend and therefore leads to a
biased estimate of the trend.

Yue and Wang (2004) developed a variance correction approach based on the e�ective sample
size (ESS). The method is based on the e�ect that trends (positive or negative) in a time series
add to the e�ect of autocorrelation. Since this alters the true estimate of auto correlation, the
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trend from the time series is removed before calculation of the ESS (n∗). To detrend a time
series the trend slope β (equation 10) is subtracted from the data points.

n∗ = 1 + 2 ·
n−1∑
k=1

(1− k

n
) · ρk (8)

where n∗ is the ESS, n the actual sample size, ρk is the serial correlation at lag-k. n∗ is not a
number of observations but a fraction, describing the proportion of e�ective sample size. After
calculating the ESS, which is based on the serial correlation coe�cient at lag-k, the modi�ed
variance (V ∗(S)) can be estimated. For all modi�ed MK tests in this study, serial correlation
at n − 1 lags where considered for the calculation of the ESS. The modi�ed variance (V ∗(S))
is calculated on the basis of the ESS is and is smaller than the original variance V (S). Thus
reducing number of MK statistic falling within in the critical region, hence reducing the Type
I error (Yue and Wang, 2004).

V ∗(S) = V (S) · n∗ (9)

The modi�ed MK test after Yue andWang (2004) is implemented in theR packagemodifiedmk.
All trends were calculated with an altered version of the function mmky (Patakamuri, 2018).
The p-value of the MK statistic is calculated from the two-sided Z-value on the basis of the
modi�ed variance (V ∗(S)).

Since the MK statistic (S) only regards the sign of the di�erences it cannot be used to provide
information about the absolute value of the magnitude of change. Therefore, Sen's slope was
calculated for all trend analysis. It's calculation is based on the median of di�erences of all
data points with j > i. It is a robust against outliers since it's calculation is based on the
median. The value (β) indicating the amplitude of change per unit of time.

β = median
yj − yi
xj − xi

(10)

Con�dence intervals of Sen's slope (Cα) where calculated with Gilbert's Modi�cation (Gilbert,
1987) of Theil/Sen Method with the R package EnvStats (Millard, 2013). For the 95% con�-
dence interval the calculation is based on the 95% quantile (α) of the normal distribution (Z)
(Drápela et al., 2011). Since the aim of the study is to quantify environmental relevant trends
the true slopes are calculated from the auto correlated time series. It is irrelevant what the
magnitude of the trend would be without auto-correlation. Therefore, Sen's slope doesn't need
to be corrected for it, so it's calculation is based on the MK original variance (V (S)).

Cα = Z1− 1−α
2

√
V (S) (11)

V (S) = variance (from equation 7)
Z = α quantile of the normal distribution

16



In the next step the upper and lower limits of the con�dence interval are selected from the
calculated quantiles M1 and M2 from the normal distribution.

M1 =
N ′ − Cα

2

M2 =
N ′ + Cα

2

(12)

N ′ is the largest value of the ordered slope (β) from equation (10) (Drápela et al., 2011). The
upper and lower limits of the con�dence intervals are the slopes at the quantilesM1 andM2+1.
If M1 and M2 are not integers the con�dence interval is interpolated from the neighbouring
slopes as Gilbert (1987) suggested.

The p-value of the MK test is used in the analysis to detect signi�cant trends, Sen's slope is
used to estimate the magnitude of change and the con�dence intervals are used to indicate the
uncertainty.

4.7 Signi�cance

Because the catchments of the studied area are found within a similar climatic regime, the
climatic and discharge time series are expected to exhibit cross correlation. This e�ect, known
as the multiplicity problem, leads to dependence of the data points violating the assumption
of independence (Wilks, 2011).

If cross correlation exists between to two data points then the underlying statistic will be
correlated too. The spatial dependence of two data points can lead to higher risk of Type I
error (false rejection of the H0) at one point if at another point the Type I error has already
occurred (Wilks, 2011). The actual number of e�ectively independent measurement points is
smaller than the actual sample size N ′ < N . To correct for this it is suggested to use a modi�ed
calculation method for the lower limit of the p-value, known as �eld signi�cance (Livezey and
Chen, 1983; Douglas et al., 2000; Burn and Elnur, 2002).

One method of assessing �eld signi�cance is the resampling method. Through a bootstrap pro-
cedure, the in�uence of cross correlation between the data points is determined. The bootstrap
procedure is shown to produce an adequate estimate of the �eld signi�cance (Renard et al.,
2008)

The original time series is bootstrapped, to produce 600 resampled time series of the same
length as the original time series. The MK Test is applied to each of the resamples. The per-
centage of stations that are signi�cant at local signi�cance level is calculated for all resamples.
This leads to a distribution of percentages of stations being signi�cant at local signi�cance level.
The �eld signi�cance is the n-th quantile of the generated distribution. The n-th quantile is
known as global signi�cance. In this study statistical signi�cant trends are always referred to
at �eld signi�cance level. The local signi�cant and global signi�cant level is set to 0.05.
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To test signi�cant di�erences between to subsets of the data either the t-test or if the assump-
tion of normality could not be ful�lled the more conservative nonparametric wilcoxen ranked
test was applied. The upper bound of acceptable p-value is the �eld signi�cance value of the
considered variable.

All linear regressions are conducted with normalized data, based on ordinary least square and
r2 values always refer to the adjusted r2.
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5 Results

5.1 Summer low �ow

The results of the MK test and Sen's slope trend analysis of the summerly low �ow characteris-
tics show a slight tendency towards negative trends (Table 5.1). TQ7 shows a stronger negative
trend than the low �ow variables Qmin30 and Qmin7 . The calculated �eld signi�cance value is
0.07 for all three variables.

Tab. 5.1: Percentage of catchments with signi�cant (s) and non signi�cant (ns) summer low
�ow trends (percentages always given as % of all 337 catchments). Range of the Sen's
slope given for all (incl. non signi�cant) catchments and is denoted as % change of
the long term average discharge (1970-2009).

positive negative

ns s ns s range unit
Qmin30 41 19 59 35 -45 34 %/40a
Qmin7 41 20 59 38 -44 33 %/40a
TQ7 23 10 73 51 -83 73 d/40a

The low �ow characteristics Qmin7 and Qmin30 do not show a clear tendency of trend direction.
The TQ7 on the other hand is dominated by negative trends, meaning that it has been shifting
to an earlier date in 73% of the catchments over the 40 years analysed.

5.2 Spatial variability of discharge trends

No recognisable pattern can be seen in the spatial distribution of the summer low �ow trends
(Fig. 5.1). The heterogeneity of the low �ow trends cannot be explained through their location
within Germany.
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Fig. 5.1: Map of all (incl. non signi�cant) Qmin30 trends in Ger-
many and their direction. Zero trends are de�ned as
trends with less than ± 1% change of the long term av-
erage discharge in the years 1970 - 2009.

5.2.1 Hydrogeology

Hydrogeology is one of the BFI determining variables (Bloom�eld et al., 2009). The BFI is
signi�cantly lower in karst aquifers than in porous aquifers. The BFI has no variance reducing
e�ect on summer low �ow trends. Hydrogeology, which is closely linked to the BFI, however,
does exhibit an in�uence on TQ7 . In porous aquifers is TQ7 signi�cantly (p= 2.61e-06) higher
than in karst aquifers. Dividing the data into three di�erent hydrogeological groups signi�-
cantly reduces the unaccountable variance of TQ7 by 12%. Porous catchments have a much
higher variance and a lower number of observations than fractured aquifers (Fig. 5.2).
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Fig. 5.2: Signi�cant TQ7 trends within di�erent hydro-
geological clusters. Numbers of observations
shown at the bottom of each group. A swarm
plot can be found in Fig. A.8 in the appendix,
because the underlying distribution of the ob-
servations is not deductible from the boxplot.

5.2.2 Seasonality

Seasonality is the expression of the climatic condition on the stream�ow regime. Considering
only signi�cant slopes of Qmin30 a Wilcoxen test can con�rm that the mean of nival and pluvial
catchments are signi�cantly di�erent (p-value = 0.029). The mean slope of nival catchments is
0.005 m3/s/a and -0.001 m3/s/a in pluvial catchments. Dividing the signi�cant Qmin30 trends
according to their regime signi�cantly reduces the unaccountable variance by 12%. However,
the variance is very large among nival catchments compared to the pluvial catchments. Addi-
tionally, the number of signi�cant observations (n=18) in nival catchments is low (Fig. 5.3).
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Fig. 5.3: Signi�cant Qmin30 Sen's slope grouped
by their discharge regime. Every dot
marks one catchment.

5.3 Seasonal variability of discharge trends

Median monthly runo� trends exhibit a clear seasonality (Fig. 5.4). Nival and pluvial catch-
ments are examined separately, because they are under the in�uence of di�erent climatic con-
ditions. In most catchments the discharge exhibits positive trends during the winter months.
Between March and April a turnover can be seen in pluvial catchments. The trend shifts from
positive to negative and reaches its minima in May/June. In nival catchments the shift from
positive to negative trends occurs one month later between April and March and reaches its
minima in June. Dividing the data set into their regime type signifacntly reduces the unac-
countable variance by 20% - 30% in all month except the winter months and May.

The analysis of further �ow quantiles shows that the larger the �ow quantile, the larger is the
range of the monthly trends (Fig. 5.5). In spring, especially in March, all quantiles exhibit pos-
itive trends, in April a shift towards negative trends is detected. The summer period is subject
to negative trends. In autumn the high glow quantile (Q80) shows positive trends whilst the
lower �ow quantiles exhibit no trend.

A multiple linear regression was calculated between the June and March trend slopes to measure
the in�uence of the snow melting process in nival catchments. Only catchments with trends
at �eld signi�cance were considered. As the seasonality (winter or pluvial) has a signi�cant
interaction, a linear model was �tted for both groups separately. Cook's distance was used
to identify highly in�uential data points. In total 11 catchments (2 nival and 9 pluvial) were
removed, as their cooks distance was higher as the recommended threshold of 4/n (Carsten F.
Dorman, 2012).
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Fig. 5.4: The Sen's slope of the monthly median discharge (Q)
trends of all catchments. Marked is the median and the
inter-quartile range (IQR). Data points beyond the IQR
are plotted individually.
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Fig. 5.5: Monthly quantile discharge trends (median of all catch-
ments). The data is grouped according to their regime.

Most catchments have a positive trend in the mean discharge in March and a negative trend
in June (Fig. 5.6). Signi�cant positive trends in discharge can only be found in March. In
the winter months leading up to March less trends in the nival catchments are signi�cant or
they exhibit both positive and negative trends at a much lower magnitude (range: December -
February: -0.027 - 0.029 m3/s/a vs. range in March: 0.002 - 0.085 m3/s/a). The results are
similar in pluvial catchments; least signi�cant trends in December, similar amount of signi�cant
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Fig. 5.6: Multiple regression of the monthly median discharge
trends (Sen's slope) of March and June in nival and plu-
vial catchments. Only catchments with �eld signi�cant
trends (α = 0.03) were used for the linear regression.

trends in January and February and March shows the most signi�cant trends with 88% positive
trends. Nival catchments depict higher uncertainties than pluvial catchments.

5.4 Meteorological trends

Because they are a main driver of the water cycle, trends in meteorology were calculated to
explain the variability of the discharge trends. If all catchment attributes are static with no
anthropogenic alteration, the change in discharge must come from climatic forcing. The three
meteorologic variables temperature, precipitation and P−PET were analysed on a yearly and
seasonal basis.

5.4.1 Temperature trends

The yearly mean temperature shows a signi�cant increasing trend (mean: 1.5◦C/40a) in all
catchments (Fig. 5.7).

The monthly temperature trends show the highest increases in spring. In summer (Jun.- Aug.)
temperature trends are similar for all three months. Towards the end of the year temperature
trends decrease, reaching their minima in December (Fig. 5.8). To verify the strong temperature
trend increase between March and April the two separate months were analysed graphically
(Fig. A.2 and A.3 in the appendix).
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Fig. 5.7: Yearly mean temperature of all catchments, the
inter quantile range is shown as shaded area.
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Fig. 5.8: Monthly temperature (T) trends of all catchments (all
including non-signi�cant).

Nearly all catchments experience a signi�cant mean winter (Dec. - Feb.) temperature increase
(Table 5.2). Nival catchments feature a signi�cant (Wilcoxen Text, p-value < 0.03) lower tem-
perature increase during spring, autumn and on a yearly basis than pluvial catchments. The
calculated �eld signi�cance level is 0.03 for all variables.
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To quantify changes in snow accumulation trends in the number of days with a mean temper-
ature below 0◦C during the extended winter period (Dec. - April) were calculated (referred to
days below 0◦C in Table 5.2). The observed trends in days below 0◦C are mainly negative,
re�ecting the observed temperature increase during winter and spring.

Tab. 5.2: Percentage of catchments with signi�cant (s) and non signi�cant (ns) mean seasonal
and annual air temperature trends. Percentage always given as % of all catchments.
Range of the Sen's slope is given of all (incl. non signi�cant) catchments.

positive negative

ns s ns s range unit
winter 95 53 5 0 -0.8 1.6 ◦C/40a
spring 100 100 0 0 1.2 3.2 ◦C/40a
summer 100 100 0 0 0.8 2.4 ◦C/40a
autumn 100 79 0 0 0.0 2.0 ◦C/40a
annual 100 100 0 0 0.8 2.4 ◦C/40a
days below 0◦C 3 0 88 38 -18 5 d/40a

The winter temperature trend increases signi�cantly with the latitude of the catchment if only
non-alpine catchments. This is a useful subset, because alpine catchments, which are all found
in the south, would distort the latitude-winter temperature relation (Fig. A.5 in the appendix).

All catchments feature a signi�cant mean summer temperature increase. The summer mean
temperature increase is highest in southern Germany and decreases signi�cantly with increasing
latitude. The regression of the mean temperature with the latitude is weaker during summer
(r2 = 0.08) than during winter (r2 = 0.47).

To quantify the e�ect of the time period considered, the temperature trends were calculated
for two di�erent time periods: 1970 - 2009 and 1950 - 2015 (Table 5.3). Temperature was
chosen as a surrogate variable as the data of the extended time period were readily available.
The calculated temperature slopes of the two time periods considered are signi�cantly di�erent
(p-value < 2.2e-16) on an annual and seasonal basis (except winter, p-value = 0.047).

Tab. 5.3: Temperature trend slope ranges in ◦C/5a for two di�erent time periods.

1970-2009 1950 - 2015

range range
winter -0.05 0.25 0.05 0.15
spring 0.15 0.35 0.10 0.20
summer 0.10 0.30 0.05 0.20
autumn 0.05 0.25 0.00 0.10
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5.4.2 Precipitation trends

Most catchments show a slight yearly precipitation sum increase. The yearly precipitation
sum is subject to high inter annual variation (Fig. A.1). Regarding the seasonal precipitation
trends, most catchments experience an increase during autumn, winter and spring. No clear
trend tendency is detectable during summer. Nival regimes have signi�cantly higher (Wilcoxen
Test: p = 1.6e-10 �eld signi�cance) precipitation trends during spring than pluvial catchments.
On the other hand, pluvial catchments show signi�cantly higher trends in summer and winter
(p = 3.9e-06 (summer), p= 0.001 (winter)) than nival catchments (Fig. 5.9).
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Fig. 5.9: All (incl. non signi�cant) precipitation (P) trends on
monthly basis given as % change of the ARS.

Most catchments experience negative trends in days without (<0.5mm/d) rain (dwr). Only
during spring a slight majority of catchments experience positive trends (23% show signi�cant
positive trends), but also 36% of the catchments show no trends.

In the maximum amount of precipitation that falls within 72h most winter and spring exhibit
positive trends. During summer and autumn the catchments exhibit in similar amounts posi-
tive and negative trends, with no clear tendency (Table 5.4).

The ranges of Sen's slope re�ect the trend direction shown in Table 5.4. Spring shows the
largest increase of precipitation, the 72h extreme precipitation sums and in days without rain
(Table 5.5).

The detected precipitation trends are subject to very high uncertainty (Fig. 5.10). The winter
precipitation trends show similar uncertainty (Fig. A.6 in the appendix). In contrast to summer
are the winter trends distinctively positive.
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Tab. 5.4: Percentage of seasonal and annual precipitation trends. Values are given as % of
catchments that show a trend (incl. non-signi�cant trends). As catchments possibly
do not delineate any trend, the variables do not always sum up to 100%.

Winter Spring Summer Autumn Annual

+ - + - + - + - + -
precip. 77 23 76 24 55 45 61 39 79 21
72h 77 23 89 11 42 58 52 48 75 25
dwr 9 53 44 20 9 64 10 72 12 75
dry spells - - - - - - - - 20 78

Tab. 5.5: Ranges of Sen's slope (of all trends incl. non signi�cant). The range of the precipita-
tion trends are given as percentage change of the average yearly (ARS) and seasonal
rainfall sum.

Winter Spring Summer Autumn Annual unit
precip. -33 47 -18 52 -21 39 -24 43 -9 39 %/40a
72h -12 17 -11 23 -20 21 -29 16 -21 21 mm/40a
dwr -9 4 -6 10 -10 4 -10 6 -25 8 d/40a
dry spells - - - - - - - - -58 43 d/40a
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Fig. 5.10: Summer precipitation trends of all catchments grouped
according to their ARS. Values are % change of the aver-
age rainfall sum during summer. Shown are Sen's slope
mean and the 95% con�dence intervals of every group.

5.4.3 P−PET trends

One important component of the complex discharge generation process is evaporation that acts
as a reduction of the precipitation sum potentially available for discharge. The yearly course
of the mean P−PET balance shows a clear seasonality (Fig. A.4 in the appendix). In nival
catchments the balance is positive for all months. In pluvial catchments the balance becomes
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negative in spring and summer.

As PET is based on the monthly temperature, PET trends are similar to the temperature
trends (Fig. 5.8), with a strong positive increase in April re�ecting the high temperature trends
(Fig. A.9). Monthly trends of the P−PET balance shows that during spring and summer the
monthly trends are mainly negative. During winter the trends are near 0 mm/a or slightly
positive.
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Fig. 5.11: Monthly P−PET trends of all catchments (incl.non signi�cant
trends). The catchments are split according to their regime.

5.5 Drought propagation

5.5.1 Precipitation and discharge droughts

The days of drought and drought de�cit show a similar course but di�erent amplitudes. The
intensity of drought does not necessarily have an in�uence on the drought length and vice versa
(Fig. 5.12 and 5.13). The length of droughts show mainly negative trends in both precipitation
and stream�ow droughts (Table 5.6).

The accumulated de�cit shows mainly negative trends. The precipitational drought character-
istics show clearer negative trends compared to the stream�ow droughts. Comparing the 2003
drought to the droughts in the 70s, shows that the accumulated de�cit in the 70s was much
larger.

Drought frequency depicts mainly negative trends. However, more than half of the catchments
show no trends in precipitation and stream�ow droughts.

The average drought length of a catchment correlates with the BFI. The higher the proportion
of base�ow, the longer are the mean droughts. For catchments with a low BFI (<0.6) this im-
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Tab. 5.6: Percentage of catchments with signi�cant (s) and non signi�cant (ns) drought char-
acteristic trends for both precipitation and stream�ow droughts. Percentage always
given as % of all catchments. The calculated �eld signi�cance value is 0.03 for all
catchments.

Precipitation Stream�ow

+ - + -
ns s ns s ns s ns s

Length 4 0 95 71 32 10 52 22
De�cit 2 0 98 63 23 7 63 15
Frequency 1 1 47 46 15 12 30 25
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Fig. 5.12: Length of precipitation and stream�ow droughts. De-
noted is the median length of all catchments, the in-
terquartile range (IQR) is shown as the shaded area.

plies that the drought length is dependent of the ARS, as their aquifers have a lower discharge
bu�ering e�ect (Fig. 5.14).

Drought characteristics were calculated for two separate time periods, because severe droughts
have a high leverage on the trend calculation. This highlight the in�uence of the time period
considered when calculating trends (Table 5.7). The result shows that the droughts in 70s have
a large in�uence on the drought trend direction. In the time period 1970-1999 the negative
trends dominate, while in the years 1979 - 2009 the positive trends dominate.
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Fig. 5.13: Standardized cumulative de�cit during drought events of
all catchments. Denoted is the median of all catchments
and the IQR. As the values are standardized for each
catchment negative values are possible.
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Fig. 5.14: Quadratic regression between BFI (left) and the ARS of catchments with
a low BFI (<0.6) (right) with the mean drought length of all catchments.

Tab. 5.7: Percentage of catchments with signi�cant or non signi�cant trends.

positive negative

ns s ns s
1970 - 1999 20 3 63 12
1979 - 2009 72 40 14 3
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5.5.2 From meteorological to hydrological drought

As hydrologic drought events are a translation of meteorologic signals, the emergence of drought
can be attributed to either precipitation de�cit or above average evapotranspiration (or a com-
bination of both). A simple visual inspection of the e�ect of temperature and P−PET reveals
that both climatic variables are coherent with individual peak events (e.g. 1976, 1981 and
2003) of the low �ow characteristic (Qmin7). However, for some years (e.g. 1994) no visual
connection can be drawn (Fig. 5.15).
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Fig. 5.15: Yearly Qmin7 value shown in relation to the yearly P−PET (left)
and the maximum temperature (right). For both variables the
median of all catchments is shown.

The attribution of stream�ow droughts to either SPI or SPEI reveals that both indicators ex-
hibit similar predictive power. Spearman's ρ of SPI and SPEI with SSI are only signi�cantly
di�erent for the two-months aggregation period (Wilcox test, p=0.026). The 2-/3- month ag-
gregated SCI reveals the highest correlation with the SSI (Fig. 5.16). the correlation between
SSI and SCI decreases remarkably for all catchments, when SCI is aggregated over more than
6 aggregation months (Spearman's ρ: SPI-3 0.41, SPI-24: 0.21).
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Fig. 5.16: Spearman's ρ of SPI and SPEI with SSI during drought (de-
�ned as SSI <0) for multiple aggregation periods. Shown is
the mean (µ) all catchments and the standard deviation ±µ.

Catchments with low ARS (<700mm/a) have lower correlation of the SSI with both SCI than
catchments with higher ARS. Catchments exhibit stronger correlations of the SSI with the SCI
with longer (6-12 month) aggregation periods as the BFI increases (Fig. 5.17).
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Fig. 5.17: Spearman's ρ of SPI with SSI during drought events (de�ned
as SSI <0) for multiple aggregation periods. Correlation with
SPEI-n (not shown) exhibits the same pattern and the cor-
relation values do not di�er signi�cantly.

The amplitude of the SCI values changes over the 40 years considered. All SPEI values tend
signi�cantly (p <1.1e-11) towards stronger negative values. During droughts in the beginning
of the time series the SPI value featured stronger negative values than the SPEI values. SPEI
values depict stronger negative values in the most recent droughts (Fig. 5.18).

33



−0.3

−0.2

−0.1

0.0

0.1

0.2

1970 1980 1990 2000 2010

S
P

I−
3 

−
 S

P
E

I−
3

Fig. 5.18: Chronological course of the di�erence of SPI-3 and
SPEI-3. Shown is the mean of all catchments.

Spearman's ρ of the monthly SSI with the SCI were calculated to analyse the seasonal de-
pendence of stream�ow on meteorological variables (Fig. 5.19). The correlation show a clear
seasonality. All aggregation periods feature lower correlation during summer and higher cor-
relation during winter. The short term aggregation exhibit higher correlation than the longer
aggregation periods throughout the year.

Fig. 5.19: Monthly Spearman's ρ of SPI (left) and SPEI (right) with the SSI
(for all SSI values, not only during drought) for multiple aggrega-
tion periods. The yearly course of the monthly correlated values
are smoothed using locally weighted scatterplot smoothing.
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6 Discussion

6.1 Discharge trends

The summer low �ow trends (Qmin7 and Qmin30) exhibit a slight majority towards negative
trends. However, the ranges of the trend slopes are very low (-0.01 to 0.03 m3/s/a). Only when
compared to the long term average discharge the low values of the slopes gain importance (Ta-
ble 5.1). The summer low �ow trends must therefore be handled with care as the low trend
slope values are near the limit of detectability. The presented results cannot be used to draw
a summer low �ow trend tendency for Germany. The low �ow trends re�ect changes in the
base�ow. The observed trends show that the climatic trends have not caused a major change
of base�ow in the analysed time period.

In their analysis of the Qmin7 (for the whole year, not just summer) of 30 catchments in southern
Germany considering the years 1951 - 2015 Steinbauer and Komischke (2016) found a slight ma-
jority of catchments exhibiting positive trends using the same Mann-Kendall trend approach.
Their results show a high percentage (67%) of catchments featuring no signi�cant trends. In
this study 42% of Qmin7 trends are not signi�cant. The di�culty of detecting signi�cant trends
in Germany re�ects the high uncertainty of trend direction in Germany. In Mediterranean
countries (Spain, Greece and Turkey) signi�cant decreases in the low �ows have been detected
with the Mann-Kendall approach (Yenigün et al., 2008; Mavromatis and Stathis, 2011; Coch
and Mediero, 2016)

If a trend is not signi�cant it doesn't imply that no trend is present. No signi�cance implies that
the null hypothesis, of no trend, cannot be rejected at �eld signi�cance. If a trend would exist
its magnitude and direction cannot be detected with the presented method with the available
data set.

To analyse the in�uence of the time period considered the time span was shortened to 30 years.
Analysing the years 1970 - 1999 and 1979 - 2009 leads to signi�cantly di�erent mean Qmin7

trends (p-value: 0.01). This highlights the importance of always referring the detected trends
to the time period analysed as the trend magnitude can di�er largely in di�erent time spans.
The global air temperature experienced a drastic increase in the 80s which leads to high tem-
perature trends if the time period analysed begins before the drastic increase (Mäder et al.,
2013; Schönwiese and Rapp, 2013). The analysed time span of this study is from 1970 - 2009
as for all catchments this was the common time period with available data. An analysis of
a longer time span (1950 - 2015) to calculate temperature trends revealed lower temperature
trends in all seasons (Table 5.3).

6.1.1 Seasonal variability of discharge trends

To analyse the observed temporal shift in Fig. 5.4 an analysis of monthly median discharges in
relation with the seasonal climatic trends was conducted for all catchments. As the climatic
regime has an in�uence on the hydrologic regime the monthly trends were di�erentiated accord-
ing to their regime. Monthly trends of the median are present in all catchments with general
wetting trends in the winter months and drying trends in summer. Stahl et al. (2010) detected
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similar wetting trends during winter and drying trends during summer in their analysis of 441
gauges in 15 European countries considering the time period 1962 - 2004.

The negative discharge trends during the hydrologic summer months (May - Oct.) are coherent
with the positive temperature trends in summer leading to higher PET rates in both catchment
types. Similar to the �ndings of this study but of di�erent magnitude are the results of Stein-
bauer and Komischke (2016) who analysed temperature trends in southern Germany. In their
long term trend analysis (1931 - 2015) they detected the summer half year to increase by 0.4
- 0.6◦C/40a (0.6 - 2.1◦C/40a in this study). Similar to the temperature increases, Germany is
more frequently subject to extremely high temperatures during summer and heat waves (2011,
2014 and 2015 were among the top ten hottest years since 1881).

As the PET calculation is based on the monthly mean temperature, monthly PET trends are
solely positive during the hydrologic summer months. Between March and April the PET
trends are subject to a unexpected increase (Fig. A.9 in the appendix). The PET trends follow
an unusual course of the year and are not coherent with the discharge trends resulting in a very
low correlation with the monthly discharge values.

The analysis of the TQ7 shows a clear tendency of both catchment types (pluvial and nival)
to earlier onset of the Qmin7 . Trends to earlier TQ7 in central Europe are also reported by
Stahl et al. (2010). The advancing trend of the TQ7 can be caused by the positive PET trends
in spring leading to a shift to earlier onset of lower or negative P−PET balances (Fig. A.4
in appendix). In nival catchments the negative trends of TQ7 can additionally be caused by
depleting snow storage acting as a cross seasonal water storage.

Unlike the temperature trends, that are ubiquitous and positive throughout the year, the pre-
cipitation trends are not as signi�cant and general trends cannot be deducted from the results.
Only 28% (incl. non signi�cant) of the catchments delineate negative precipitation trends
(Table 5.4) during the hydrologic summer period, which stands in contrast with the negative
summer discharge trends. Furthermore, the precipitation trends in the hydrologic summer pe-
riod feature high inter monthly variations (Fig. 5.9) and high ranges of uncertainty (Fig. 5.10).
Similar uncertainty in the summer precipitation trends are presented in the 2016 monitoring
report of South Germany (Steinbauer and Komischke, 2016). Most detected trends are not sig-
ni�cant at the signi�cance level of 0.2 in the analysis of the time period 1946 - 2015. Moreover,
the 2005 monitoring report (1931 - 1997) features di�erent trend directions, highlighting the
in�uence of the time period considered on the trend direction (KLIWA, 2005).

The discharge trends during winter and spring can be more easily attributed to meteorological
variables. The precipitation trends show mainly positive trends (94% incl. non signi�cant
trends in the month Nov. - Apr.). The high uncertainty of the precipitation trend calculation
during winter does not diminish the validity of their trend direction, since the general direction
of change is positive for nearly all catchments. Steinbauer and Komischke (2016) reported a
25% increase in their trend analysis of South German areal precipitation in the winter months
(Nov. - Apr.) in the time period considered: 1931 - 2010.
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Temperature trends in the hydrologic winter period show mainly positive changes (95% ex-
hibit positive trends). With a range of change of -0.8 - 1.6◦C/40a. The temperature trends
in spring exhibit clearer trends, as in all catchments signi�cant positive trends were detected
with a range of 1.2 - 3.2◦C/40a. In their trend analysis of the years 1931 - 2015 Steinbauer
and Komischke (2016) detected that the winter half year increased by 1.3 - 1.6◦C/85a. The
stronger temperature increase in the north of Germany during winter can be explained through
positive temperature trends in the Baltic Sea. The Helsinki Commission (2013) measured that
the annual mean sea-surface temperature rose up to 1◦C/decade in the time period 1990 - 2008.
As the in�uence of the temperature on the discharge during winter is di�erent for the two types
of regimes nival and pluvial regimes are considered separately.

During spring nival catchments are subject to signi�cantly (Wilcox test, p-value: 9e-13) higher
precipitation trends than pluvial catchments. However, in nival catchments it is assumed that
most rain falls in form of snow, that would lead to a expected time-delayed discharge increase
when the snow melts later on in the year. Since the increasing discharge trends are within the
same periods as the increased precipitation trends it implies that not all precipitation falls in
form of snow, but rather as rain or as snow that melts straight away. To test if in winter more
precipitation falls in form of rain rather than snow the number of days in winter with the mean
temperature < 0◦C where analysed. The threshold of 0◦C controls in which form precipitation
falls (rain or snow). As the analysed nival catchments in Germany are not in very high altitudes
only days with a mean temperature below 0◦C during winter were analysed as during summer
the precipitation usually falls in form of rain. All nival catchments experience negative trends
in the number of days below 0◦C (31% of nival catchments show a signi�cant decrease) with
a mean decrease of -7.6 d/40a (Table 5.2). This shortens the number of days below 0◦C per
year and increases the amount of precipitation that falls in form of rain. Furthermore, the tem-
perature increase in winter leads to more snow melting straight away increasing the discharge
during winter.

The trend of more precipitation as rainfall is supported by the �ndings of Birsan et al. (2005) in
their analysis of minimum temperatures during winter in Switzerland. The detected increasing
trend has lead to more precipitation falling as rain. Steinbauer and Komischke (2016) have
detected a lowering of the snow storage capacity in alpine areas. This has lead to 10 cm higher
mean water levels in Nov. - Jan. in the time period 1990 - 2015 compared to the water levels
before 1990. The analysis of European snow covers has revealed that the snow cover in March
and April has been reduced by 13% and in June by 76% (European Environment Agency, 2016).

Climatological studies detected di�erentiating precipitation trends in the alpine area, where
most nival catchments are found (27 of the 29 catchments). Brunetti et al. (2006) detected
precipitation increases in winter and spring in the north-western Alps and decreasing trend in
the south-eastern Alps. In this study no clear precipitation trends in nival catchments during
winter can be detected. During winter only 2 catchments are subject to signi�cant trends, most
catchments have trends near 0 mm/a. This re�ects the uncertainty in trend detection in the
alpine region. Gobiet et al. (2014) considers the Alps as the transition zone of the European
Climate change Oscillation, that acts as a barrier between the south (decreasing precipitation
trends) and the north (increasing precipitation trends) and is therefore subject to large uncer-
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tainty.

Nival catchments experience the turnaround of the monthly discharge trend direction in spring
one month after the pluvial catchments. This is due to accumulated snow in the catchments
that melts in spring acting as a cross seasonal water storage. The positive discharge trends
during spring can therefore be partly attributed to an earlier snow melting process due to
increasing temperature trends during spring. All nival catchments experience �eld signi�cant
temperature increases during spring (range: 0.06 - 0.08◦C/a).

The earlier begin of snow melting caused by positive trends in temperature is also re�ected by
the earlier begin of blossom of European �owers (Menzel et al., 2006). Analysis of 25 catch-
ments in mountainous area with a minimum record length of 40 years by Renard et al. (2008)
showed a trend towards earlier snowmelt-related �oods.

To investigate if the earlier snow melt causes negative discharge trends in the summer month
in nival catchments the trend magnitudes of the relevant month were tested for correlation.
The monthly discharge trends indicate that most snow melts during March and April. A cor-
relation analysis between the discharge trend slopes in March and April with the slopes in
May-September was conducted. The result shows that the positive trends during March and
April exhibit strong inverse correlations with the months June - August (Pearson correlation:
-0.6). Meaning that the increase in March and April lies within the same range as the decrease
in June - August. Con�rming the assumption that the negative discharge trends in summer
are caused by an earlier snow melting process.

To be able to analyse the e�ect of the snow accumulation on the winterly low �ow, an ad-
ditional analysis of the low �ow during winter was conducted. Nival catchments experience
mainly (83%) positive trends in their winterly low �ow timing with the range of -0.63 - 0.56
d/a. This can be caused through a later onset of snow accumulation, meaning that in the
analysed areas snow tends to fall later in winter.

In contrast to Qmin7 and Qmin30 trends the monthly mean trends exhibit a similar trend direc-
tion in nearly all catchments re�ecting the measured seasonal climatic trends. The Qmin7 and
Qmin30 represent yearly low �ow values and are therefore only subject to inter annual variations
unlike the monthly �ows that re�ect inter and intra annual changes. The di�erent trend magni-
tudes are due to the di�erent �ow quantiles that the two characteristics analyse. While Qmin7

and Qmin30 re�ect the low �ow quantiles (representing roughly the 8% and the 17% quantile
respectively) the monthly median represents the 50% quantile. As high �ow quantiles naturally
depict higher values than low �ow quantiles, the high �ow quantiles are subject to higher trend
ranges (Fig. 5.5). Therefore, the trends in the monthly median �ows are dominated by the
trends in the high �ow percentiles. This implies that monthly median �ows are only partly
useful to make a statement about changes in the low �ows. Nevertheless, the detected monthly
trends are represented by all analysed quantiles (10%, 35%, 50% and 80%) and imply seasonal
discharge changes.

Comparing the detected climatic trends of Steinbauer and Komischke (2016) with the results
of this study a clear di�erence in the magnitude, but not in the direction of change can be seen.
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This discrepance is partly caused by the origin of the data and the time period analysed. In this
study the data comes from interpolated E-OBS stations. Since the number of stations changes
over time, the stations used to interpolate the areal precipitation and daily air temperature for
every catchment changes over the course of the time period considered. Hence the assumption
of consistency is violated for some of the catchments. However, the detected seasonal and yearly
climatic trends are consistent with the direction of change detected by Steinbauer and Komis-
chke (2016) indicating that E-OBS data can be used to detect trend directions. The unusual
course of the monthly temperature (Fig. 5.8) and the monthly precipitation trends (Fig. 5.9)
are possibly a product of the high uncertainty of the trends caused by the inconsistency of
the data. However, precipitation exhibit little auto correlation, therefore high inter monthly
variance is possible for monthly precipitation trends.

In this analysis only Thornthwaite's method of PET calculation was used. As it is a simpli�ed
calculation approach, its values cannot be transferred to environmental relevant evapotranspira-
tion rates. Burke et al. (2006) found that in drought related studies the in�uence of the selected
method of PET calculation has no considerable e�ect on the trend detection of PET. As the aim
of this study was to detect trends rather than actual evapotranspiration rates Thornthwaite's
calculation method was chosen, as it is based on the already available temperature data set.

6.1.2 Spatial variability of discharge trends

The spatial distribution of the Qmin30 trends indicate that catchments that are adjacent to
each other exhibit opposing trend directions (Fig. 5.1). Since climatic conditions are assumed
to be similar in nearby catchments the di�erent sign of the trends must be either caused by the
catchments ability to bu�er or amplify the climatic changes or by anthropogenic interference.
The diverging trends cannot be clearly attributed to the analysed intrinsic attributes of the
catchments (geology, BFI, ARS, mean temperature, discharge regime...). Since many catch-
ment properties (e.g. altitude, soil depth, surface rock coverage, vegetation cover percentage,
soil moisture) were not available for all catchments, it must be assumed that the total variance
of the trends cannot be explained by the analysed variables. Consequently there must be more
complex underlying processes that determine trends not captured by the data in this study.

Most catchment properties are considered static but an altering of some of the intrinsic catch-
ment properties (e.g. land use change) can dominate the discharge trend more than climatic
forcing (Kohnová and Szolgay, 2000; Groisman et al., 2001). Since in this study the trend cal-
culation is based on the MK test, an abrupt anthropogenic induced change in discharge cannot
be di�erentiated from a climatic induced trend. This e�ect was mitigated by choosing small
near-natural catchments but it could not be avoided completely. It is to be assumed that some
catchments are subject to anthropogenic changes such as land use change that can dampen or
amplify the general low �ow trends.

The only detected variable having an explanatory e�ect on the spatial distribution of the TQ7

trends is the hydrogeology. Porous aquifers delineate a larger range of TQ7 , hence in porous
aquifers the summer low timing is less in�uenced by the hydrogeology. In fractured aquifers,
the TQ7 trends have a much lower variance and 63% of the catchments exhibit negative trends.
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The aquifers of fractured catchments have a lower ability to bu�er climatic variables. There-
fore, they are subject to an earlier onset of the discharge being mainly made up of base�ow.

This study highlights the di�culty of linking precipitation trends to detected discharge trends.
The heterogeneity of rainfall compared to the point measure of discharge leads to a biased
quanti�cation of the areal precipitation sum. The run-o� generation is subject to a non linear
translation, with many possible variables in�uencing the translation process. For trend analy-
sis on a large time scale it is impossible to gather the relevant catchment properties that are
involved in the run-o� generation process, as these variables (e.g. soil moisture) vary in time
and space. Since the primary focus of this study is trend detection and its variability, the focus
lay on long time series and a large number of observations, to be able to detect trends and
their spatial variability, rather than gathering long time series with the appropriate catchment
properties.

6.2 Drought propagation

The characteristics of precipitational and hydrological droughts detected by the 80th percentile
approach follow a similar course over the 40 years analysed (Fig. 5.12 and 5.13). In the anal-
ysed time period the number of days a�ected by drought is larger considering stream�ow than
precipitation droughts. Leading to 71 ± 13 days of stream�ow drought and 65 ± 4 days of
precipitation drought on average per catchment and year. The number of drought events per
year is smaller in stream�ow droughts: on average 4 droughts per year (vs. 6 in precipitation).
In their study of 44 catchments in Austria with the same 80th percentile approach van Loon
and Laaha (2015) found similar results of longer but rarer stream�ow droughts in comparison
to precipitation droughts.

During most major drought events the hydrological droughts last longer than their precipi-
tational equivalent. Longer hydrological droughts are explainable through the manifestation
of precipitation de�cit in the water cycle. The return of typical precipitation sums doesn't
cause stream�ow in catchments to be back to mean water, since depleted aquifers need to be
replenished before stream�ow reverts to mean water. The longer precipitational droughts in
the 80s can be explained by above average precipitation sums in 1981 (Fig. A.1) �lling up the
aquifer, acting as an precipitation de�cit bu�er. As a result stream�ow droughts are shorter
than precipitation droughts.

The result of the varying threshold approach for precipitation and runo� droughts are domi-
nated by the severe droughts in the 1971 and 1976. As a result the majority of the catchments
have negative trends in drought length and de�cit. Similar negative trends in drought length
were reported by Steinbauer and Komischke (2016) of their analysis of drought length in the
years of 1951 - 2015 in South Germany (n=30). With regards to the drought frequency, most
catchments exhibit no trends at all.

For all three variables (length, severity and frequency) precipitation droughts exhibit clearer
negative trends than stream�ow droughts. As most droughts in Germany occur during summer
and autumn (June - November) the drought characteristics were considered separately in this
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time period. Regarding the yearly cumulative discharge drought de�cit 17% of the catchments
exhibit �eld signi�cant positive trends (6% negative) and 21% positive trends in days of drought
per year (9% negative). The seasonal trends of the precipitational droughts exhibit a contrary
magnitude of change during the same season. At �eld signi�cance: 63% of the catchments de-
lineate negative trends in days of drought per year and 60% in yearly cumulative drought de�cit.

The discrepance can be explained through the non-linear transformation of precipitation to
discharge. The severity and length of a stream�ow drought depends on further variables than
the climatic conditions. Further variables controlling the severity of a hydrologic drought are
groundwater levels, soil moisture, anthropogenic interference, landuse and the preceding cli-
matic conditions.

Trend calculation of yearly values for a short period of time results in a low number of ob-
servations (n=40). If extreme values are present it has no e�ect on the MK trend calculation
but it does have an in�uence on the slope calculation as it is based on the median of actual
di�erences and not on the sign of the di�erence. Therefore, for the drought characteristics
calculation the slopes of the drought trends are dominated by extreme events that dominate
the value of the slope. Since two major drought events were directly at the beginning of the
time series considered (1971 and 1976), the drought characteristics slopes are mainly negative.
This re�ects the importance of the time period considered when calculating trends. If the time
series would begin 1979, most drought characteristics would delineate positive trends, as the
major drought events in the 70s would be left out (Table 5.7). Unlike the discharge trends that
are calculated on a yearly basis drought trends are event based leading to a large bias due to
individual peak events exhibiting a high leverage on the trend slope.

The results of this study re�ect the drought trends of the years 1970 - 2009 but they are only
an excerpt as the known recent droughts (2010, 2013, 2015 and 2018) of similar severity as
the droughts in the 70s were not included in the study. The method of drought detection
presented in this study can be used to compare recent droughts with historic droughts, but for
trend analysis longer time periods should be considered. Bri�a et al. (2009) analysed trends
in moisture availability since 1750 till 2003 in Europe based on the PDSI. Their results show
highly signi�cant trends towards more frequently occurring dry summers in the most recent
part of the record.

To analyse the catchment intrinsic properties controlling the drought characteristics, Pearson
correlations between mean drought characteristics and catchment properties were calculated.
The BFI is a proxy variable describing the aquifer behaviour. It exhibits high correlation with
the mean drought duration (Pearson correlation = 0.7). As the meteorological droughts are
manifested in the groundwater levels, catchments with a high BFI su�er from longer droughts,
because their stream�ow is stronger dependent on the groundwater storage. A depletion of
the groundwater levels during drought leads to long stream�ow droughts, till the groundwater
levels are back to normal. As catchments with a high BFI are subject to longer droughts they
have a lower drought frequency (Pearson correlation of the BFI with drought frequency: -0.72).
In catchments with a low BFI (< 0.6) the drought length is inversely correlated with the ARS
(Pearson: -0.6). Catchments with a high ARS su�er from shorter droughts than catchments
with a low ARS because the discharge in these catchments is fed by direct precipitation rather
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than groundwater base�ow (Fig. 5.14).

Analysing the drought propagation pattern in regards to catchment characteristics reveals that
nival catchments exhibit signi�cantly lower correlation of the meteorological variables (SCI)
with discharge during drought (SSI). This suggests that in nival catchments further meteoro-
logic variables not incorporated by the SPI and SPEI control the snow accumulation and snow
melting process determining the discharge.

Further analysis shows that the catchments with higher BFI correlate stronger with longer
aggregated SCI (6 and 12 months) than with shorter aggregation periods. (Fig. 5.17). The cor-
relation with longer aggregation periods shows that these catchments are subject to a temporal
delay from meteorological to hydrological drought. The variance of the drought propagation
increases with increasing BFI for all aggregation periods. Due to the more complex discharge
formation process in catchments with a high base�ow share, these catchments delineate higher
variance of the drought propagation correlation.

Catchments with low ARS (<700mm/a) exhibit signi�cantly (p-value: 7.225e-06) lower corre-
lation of the SCI with the SSI during drought periods. In these catchments further variables
describe the manifestation of meteorological to hydrological drought.

The di�erences between the Spearman's ρ of the SCI with SSI are only minor for all aggrega-
tion periods. The mean Spearman's ρ of all catchments with SSI is 0.48 for SPI and 0.47 for
SPEI. To calculate the mean the optimal aggregation period that best describes the catchment
memory was chosen for every catchment (usually 2 or 3 months). The SPEI is a correction
of the SPI for the evapotranspirational loss. The similarity of the two highlights the minor
in�uence of evapotranspiration on the hydrologic drought manifestation in Germany since this
correction results in similar correlation during drought periods.

While the di�erence between the correlation of SPI and SPEI is negligible the correlation with
di�erent aggregation periods di�ers for unique drought events. Figure 5.16 shows that the two
and three months aggregated SCI exhibit the highest correlation with SSI during most drought
events. This highlights the general short memory of German aquifers. For some unique events
the highest correlation shifts from 3 aggregated month to 6 months (in the year 1976, 1986
and 2003). The shift indicates that during these drought events a longer period of the climatic
variables had to be considered to be able to quantify the extend of the hydrologic drought.
However, considering all drought events the 3 month aggregated SCI exhibits the highest corre-
lation with the SSI. No trend towards longer or shorter aggregation periods could be detected. .

The seasonal dependence of discharge of the SCI shows a clear seasonality (Fig. 5.19) for longer
aggregation periods and the 1-month aggregated SCI. Both indicator types exhibit a lower
correlation during summer. The 2 and 3 month aggregated SCI exhibits a lower yearly ampli-
tude showing that these aggregation periods can be used to quantify the drought propagation
throughout the year. Furthermore, the summer discharge mainly depends on the preceding
precipitation sum of the past 2-3 months. The slightly lower correlation during summer of
both indicator types over all aggregation months displays the lower connection of the discharge
and the climatic variables during summer. This supports the di�culty of linking the detected

42



discharge trends to the detected meteorologic trends during summer (section 6.1.1).

The non parametric method of calculating the SSI has lead to tied values. This can have the
consequence that two droughts in the same catchment but at di�erent time steps with dif-
ferentiating drought severity would have the same indicator value allocated. The parametric
method would have avoided this through �tting the data to an appropriate distribution. In the
literature no common distribution could be found that is usually �tted to discharge time series.
Distributions that have been used are the Tweedie, Pearson-III, Gamma, Generalized Extreme
Value or the 3-Parameter Log Normal distribution (Shukla and Wood, 2008; Barker et al., 2016;
Huang et al., 2017). For the analysed catchments in this study the �tting of one distribution for
all catchments lead to a very low goodness of �t for certain catchments. Vicente-Serrano et al.
(2012) suggested to �t a distinct distribution for every catchment for every month separately.
In this study the non parametric method was chosen to calculate the SSI consistently for all
catchments over the whole period. The consequently loss of information for certain months was
accepted for the bene�t of consistency. The subjective choice of an appropriate distribution for
every month in the parametric method would have made the study not reproducible. For the
climatic data the parametric method provided the better results, as climatic variables showed
a high goodness of �t with certain distributions. Unlike for the SSI a commonly �t distribution
for the SCI can be found in the literature: Gamma for the SPI calculation and the log logistic
distribution for the SPEI calculation (McKee et al., 1993; Vicente-Serrano et al., 2010; Stagge
et al., 2015; Ganguli and Ganguly, 2016). This eases comparison to other studies and enables
the SCI to be reproduced from the data set.

6.3 Climate change

With regards to the predicted change due to global warming the results of global circulation
models (GCM) in the literature predict changes in European summer precipitation patterns
and sums (Dai, 2011). Christensen and Christensen (2003) applied the high resolution model
HIRHAM4 on the IPCC emission scenario A2 and B2 resulting in a projected general drying
of the summer months despite of higher risks of summer �oods due to increased frequency of
heavy precipitation events (projection for the period: 2071 � 2100). This could lead to the
phenomenon of dry summers interrupted by short �oods as a possible future scenario. From
a meteorological perspective more extreme events are expected due to anthropogenic forcing.
The increase of green house gases leads to an increase in the moisture holding capacity, which
in return leads to fewer but extremer precipitation events (Trenberth et al., 2003). As this
could be a possible explanation of the drying trends in the summer months the days with no
rain (<0.5mm) and the 72h max rainfall trends were observed.

The predicted summerly precipitation pattern change is not seen in the analysed data of this
study. Considering the days without rain in summer 85% of the catchments show negative
trends. In the analysis of extreme precipitation events no increase in the extreme precipitation
events could be measured. The majority of the catchments (61%) feature negative trends in
the 72h maximum precipitation sums during summer.
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Similar �ndings are reported by Hundecha and Bárdossy (2005) in their analysis of extreme
precipitation events in Western Germany for the time period 1958 - 2001. Extreme heavy
precipitation events during all seasons but summer (June - August) exhibit positive trends in
frequency and magnitude. During summer, the extreme events delineate negative trends in
both magnitude and frequency. Widmann and Schär (1997) and Birsan et al. (2005) found sig-
ni�cantly increasing intense precipitation trends (period analysed: 1901 - 1994 and 1931 - 2000
respectively) in Switzerland only for the winter and autumn months, especially in Northern
Switzerland.

The observed trends in discharge and days below 0◦C during winter in this study re�ect the
projected change in snowfall sums (Arnell, 1999). Their macro-scale hydrological model output
for the year 2050 project precipitation that falls as snow to become less relevant leading to
higher discharge trends during winter and decreasing trends in spring in Europe. The positive
trends during winter are also observed in this study, however during spring the projected change
can not be con�rmed from the observed trends. This is due to the projection that outlines the
climate change induced change by the year 2050, up to now the snowmelt related discharge has
lead to increasing trends in spring in nival catchments.

In the literature most projected changes in discharge in the Mediterranean region exhibit nega-
tive trends. For Europe north of 50◦N the projected changes are negative (Gosling et al., 2016;
Marx et al., 2018) or positive (Arnell, 1999; Forzieri et al., 2013). The diverging trends are
caused by the uncertainty of the model output, the model choice and the emission scenario.
The observed low �ow trends in Germany re�ect the uncertainty of global warming induced
change for central Europe. While the trends in low �ow do not show a clear signal the observed
seasonal changes show a clear direction of change. The projected earlier snow melt (Musselman
et al., 2017) is re�ected by the detected positive discharge trends during April and March in
nival catchments.

In this study drought propagation was measured as the manifestation of climatic drought sig-
nals in the discharge. The selected measurement method of correlating the SSI with the SCI
has revealed di�culties, as discharge during drought cannot be completely described by the
climatic variables of SPI nor SPEI. Nevertheless, the results show that in Germany hydrologic
droughts are precipitation rather then evapotranspiration driven. With regards to the predicted
climate change in Germany it is uncertain if this drought driving balance will be maintained.
Temperatures are expected to increase further and therefore the evapotranspiration proportion
in the development of hydrologic droughts is expected to increase. The negative trend of the
di�erence of SPI-3 and SPEI-3 shows that SPEI-3 values are becoming more negative than the
SPI-3 values (Fig. 5.18). The increase in SPEI-3 deviation is in line with the temperature in-
crease (Fig. 5.7). To detect if droughts are becoming increasingly caused by evapotranspiration
loss, trends in the correlation of the SSI (during drought events) with the SCI were analysed.
Although SPEI values are decreasing in the past no trend towards a dependence of the dis-
charge of SPEI could be detected. Regarding precipitation, Germany is subject to uncertain
predictions for the precipitation during summer, only during winter most models agree on the
sign of change. These modelled predictions are in line with the observed increasing trends in
precipitation during winter.
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To be able to link hydrologic observations to climate change induced changes requires �ngerprint
methods (e.g. GCM outputs) (Hasselmann, 1993, 1998). In this study observed meteorologic
and hydrologic trends are put in relation with the projected GCM outputs found in the liter-
ature. The observed trends in this study are partly in line with multiple projected changes.
However, with the applied method in this study the cause of the observed trends cannot be
distinguished between climate change induced or a re�ection of the natural variability of the
hydrologic cycle.

6.4 Further Research

To be able to understand the underlying processes controlling the drought propagation and
the discharge trends further catchment intrinsic properties should be included as possible ex-
planatory variables. The intrinsic catchment properties can explain the spatial variance of the
diverging discharge trends and can therefore help to set up a drought M & EW.

Analysis of the propagation of meteorologic to hydrologic drought only incorporated the SSI
as a surrogate of the hydrologic cycle. Analysis of the relationship of further hydrologic indices
re�ecting groundwater levels (e.g. Standardised Groundwater Index) or vegetation indices
expressing the drought propagation through further levels of the water cycle. To quantify
and mitigate the drought propagation along the hydrologic cycle it is vital to investigate the
underlying processes controlling the drought propagation.
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7 Conclusion

Changes in climatic variables due to climate change are measurable in Germany, but their hy-
drological implications in the form of ubiquitous negative summer low �ow trends could not be
detected in the analysed time period. The analysed Qmin7 and Qmin30 low �ow variables only
show negative trends in 59% of the catchments. As the low �ow trends re�ect changes in the
base�ow the unclear trends in the low �ow imply that the observed climatic changes have not
reached the base�ow in the analysed period.

TQ7 shows advancing trends in 73% of the catchments, which indicates an earlier base�ow de-
pendence of the discharge. Regarding the spatial distribution of the trends only hydrogeology
could partly explain the spatial distribution of TQ7 .

Seasonal trends must be di�erentiated from the yearly low �ow trends that do show a clear
trend tendency in almost all of the analysed catchments. This highlights the wide spread sea-
sonal shift due to climatic forcing.

In winter and spring the monthly discharge trends exhibit clear positive trends in all considered
quantiles. The increase in pluvial catchments can be attributed to the increase of precipita-
tion sums in winter and spring. Nival catchments are only subject to signi�cant precipitation
increases during spring. During winter the trends are near 0. Therefore, positive discharge
trends in spring are partly caused by positive precipitation trends and by an earlier snow melt
peak through higher temperatures in spring and summer. The positve trends during winter
can be explained bs a lower amount of precipitation that falls as snow, which leads to more
direct discharge. The advancing of the snow melt peak has lead to negative trends in summer.
As the amount of snow in nival catchments is predicted to be reduced and to melt earlier, nival
catchments likely to depict negative trends during spring.

The observed drying trends in discharge during summer months could not be easily attributed
to detected climatic trends. The evapotranspiration trends do not exhibit a meaningful rela-
tionship with the monthly discharge trends. Additionally, summer precipitation exhibit slightly
positive trends, which stand in contrast to the detected ubiquitous negative discharge trends.
These contradicting trends are to be regarded with the high uncertainty of the precipitation
trend slope (Fig. 5.10) and the low number of catchments which exhibit signi�cant (12%) sum-
mer precipitation trends.

Despite the fact that evapotranspiration increases measurably, the analysis of the propagation
from meteorologic to hydrologic droughts showed that droughts in Germany are still controlled
by precipitation. Furthermore, discharge in summer strongly depends on the precipitation sum
of the past 2-3 months. During the other seasons the longer climatic aggregation periods exhibit
similar correlations with the SSI. Catchments with a low BFI exhibit stronger correlation of
the SSI (during drought) with short aggregation periods (2-3 months) of SPI and SPEI. While
in catchments with a high BFI the droughts are stronger correlated with longer aggregation
periods.
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The detected positive trends in drought characteristics (length and de�cit) during summer and
autumn will cause further environmental, agricultural and economic stress already experienced
in past droughts. Changing water availability requires adequate water management to reduce
the impact of the detected decreasing water levels during the summer months. M&EW systems
should take into account the observed seasonal shifts in discharge trends to be able to mitigate
future water de�cits.
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Appendix

Abbreviations

Name Unit Symbol

maximum amount of precipitation that falls within 72h mm 72h
signi�cance level α
years n a
Average Rainfall Sum mm/a ARS
Base�ow index - BFI
Bundesanstalt für Geowissenschaften und Rohsto�e BGR
length of dry spells days [d] dry spells
days without rain days [d] dwr
European Climate Assessment & Dataset E-OBS
E�ective Sample Size ESS
German Federal Environmental Agencies FEA
Global Circulation Models GCM
German Democratic Republic GDR
Interquartile range IQR
monitoring and early warning M & EW
Mann-Kendall trend test MK test
mean µ
North Atlantic Oscillation NAO
non signi�cant ns
Precipitation mm/time P
Palmer Drought Severity Index PDSI
Potential Evapotranspiration mm/time PET
Precipitation − PET mm/time P−PET
discharge m3/s Q
quantile �ow m3/s Qxx
7-day-mean minimum of the summer period m3/s Qmin7

30-day-mean minimum of the summer period m3/s Qmin30

7-day-minimum occurrence date TQ7

adjusted r2 - r2

Spearman's rank correlation coe�cient ρ
signi�cant s
standard deviation σ
Standardised Climatic Indicators SCI
Standardised Precipitation-Evapotranspiration Index SPEI
Standardized Precipitation Index SPI
Seasonality Ratio - SR
Standardised Stream�ow Index SSI
temperature ◦C T
Umweltbundesamt UBA
World Meteorologic Organization WMO
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Fig. A.1: Yearly precipitation sums of all catchments.
Marked is the mean (black line). The shaded
area is the inter-quartile range (IQR).
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Fig. A.2: March mean temperature trend of all catch-
ments. Marked is the mean (black line). The
shaded area is the inter-quartile range (IQR).
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Fig. A.3: April mean temperature trend of all catch-
ments. Marked is the mean (black line). The
shaded area is the inter-quartile range (IQR).
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Fig. A.4: Monthly mean P−PET values of all catch-
ments.
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Fig. A.5: Linear Regression of the mean winter (December - April)
temperature with the latitude. Only �eld signi�cant
trends are considered. The �eld signi�cance level , the
number of observations and adjusted r2 is marked in the
top left corner. Latitude is given in Gauss-Krüger coor-
dinates.
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Fig. A.6: Winter precipitation trends of all catchments
grouped according to their ARS. Values are %
change of the average rainfall sum during win-
ter. Shown are Sen's slope mean and the 95%
con�dence intervals of every group.
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Fig. A.8: TQ7 trends. Non-signi�cant trends are shown in grey.
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Fig. A.9: Monthly PET trends of all catchments (incl. non signif-
icant trends).
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R Code

The code can be found on Github (https://github.com/bonopo/master_v2)
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