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Summary

Summary

Aim of this diploma thesis is to approach to kinetic modelling of subsurface hydrochem-
istry with the program code phreeqc. The reaction considered is the degradation of
organic mass and its concomitant reactions. Phreeqc is a program for thermodynam-
ical based equilibrium calculations of geo- and hydrochemistry. Although the degra-
dation of organic matter, and the associated reduction reactions due to the oxidation
of organic matter, can be modelled with phreeqc, it does not account for kineti-
cally controlled reactions, whose characteristic feature is the dependency of time. This
study focuses on the state of the art of environmental modelling, the thermodynam-
ical based calculation of the degradation of organic matter and on two mathematical
approaches to model bacterial degradation of a contaminant, the Monod equation and
the Michaelis-Menten approach. Sensitivity analyses of the respective model runs were
done.
As a result one can see, that the redox chemistry of a natural water depends strongly

on the abundance of oxygen and nitrate and, as a matter of course, on the abun-
dance of organic matter. Considering bacterial activity within the degradation process,
two basic mathematical formulations have been stated. The Monod equation and the
Michaelis-Menten formulation were implemented in a BASIC interpreter in phreeqc.
The sensitivity analyses show, that that a accurate determination of the parameters in
laboratory of �eld is essential. The coupling of kinetically controlled reactions and ther-
modynamical based equilibrium calculations might lead to auspicious hydrochemical
modelling capabilities.
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Zusammenfassung

Zusammenfassung

Ziel dieser Diplomarbeit ist eine nähere Betrachtung des Abbaus organischer Materie im
Grundwasser und dessen Folgen auf die Grundwasserchemie mit Hilfe des Programms
phreeqc. Phreeqc ist Software-Paket, welches chemisches Gleichgewicht numerisch
auf der Basis von thermodynamischen Daten der einbezogenen Spezies und Reaktio-
nen berechnet. Der Abbau organischer Materie und die zusammenhängenden Reak-
tionen wurden mit phrreqc modelliert. Zeitabhängige kinetisch kontrollierte Reak-
tionen sind im phreeqc-Code nicht implementiert, jedoch ist ein BASIC-Interpreter
enthalten, mit welchem kinetische Reaktionen gerechnet wurden. Diese Arbeit betra-
chtet den aktuellen Stand der hydrochemischen Modellierung, die Modellierung des
Abbaus organischer Materie auf thermodynamischer Basis und die Implementierung
der wichtigsten mathematischen Formulierungen des bakteriellen Abbaus organischer
Verbindungen, der Monod- und der Michaelis-Menten-Formel.
Die Redox Verhältnisse natürlicher Waesser hängen sehr stark von dem Gehalt

des vorhandenen organischen Kohlensto�s und der Menge an geloestem Sauersto�
sowie dem Nitratgehalt ab. Um den bakteriellen Abbau organischer Verbindungen
einzubeziehen, wurden in den BASIC-Interpreter die Monod- und die Michaelis-Menten-
Formel implementiert. Sensitivitätsanalysen zeigen, dass die genaue Bestimmung der
Parameter in Labor- oder Feldmessungen unerlässlich ist.
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1. Introduction

Contamination of aquifers is, besides the abundance of water, a major problem for
water supply bodies and the population to be supplied with. In many cases the con-
tamination act had happened years to decades before, in times where it even was not
illegal to dispose fabrical waste in the nearby soil. Therefore it is essential to develop
answers and solutions to the simple question, whether the water quality will be at risk
or not, and if so, to estimate as precise as possible quality, quantity, time and space;
or in other words, what, how much, where and when.
Geochemical modelling is a useful tool to determine
a) the movement of potential toxic substances in time and space and
b) chemical changes and its impacts on the aquifer chemistry regarding toxical sub-

stance mobility.
The presence of hydrocarbons in aquifers is a particular issue, because its degradation
and natural attenuation changes the redox chemistry of the aquifer. These changes yield
to other changes of the overall geochemistry, which change the conditions for degra-
dation, which in turn change the geochemistry. This interdependence of geochemical
reactions characterizes the system as a highly complex one. Complex problems in
complex systems can solely be modelled with an iterative procedure. Software sys-
tems, which converge to a solution numerically, including equilibirium chemistry and
thermodynamical data, may act as a suitable tool for this kind of problem.
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2. Problem statement

Since the year 2006, the Institute of Hydrology in Freiburg (IHF) is in charge of the
project ERGO(E�ektive Risikoabschaetzung zur Gefaehrdung des Trinkwassers durch
Altlasten im Oberrheingraben ≈ E�ective assessment of risk for drinking water sup-
plies from contaminated sites in the Upper Rhine valley), under the commission of
theArbeitsgemeinschaft Wasserwerke Bodensee-Rhein (Joint-venture of water suppliers
Lake Constance-Rhine) AWBR. The aim is to assess the risk of contamination sites to
water qualitity in the aquifer, regarding its use as a source of drinking water. Further
to give technical instructions to the water supply bodies how to avoid the uptake of
contaminated water, e.g. by displaying zones of di�erent risk. The judicial scope is
given by the Bundes-Bodenschutz- und Altlastenverordnung (BBodSchV) (German Fed-
eral Soil Protection Act and Ordinance) and the Europaeische Wasserrahmenrichtlinie

(EU Water Framework Directive - Groundwater, 2006), with special consid-
eration of its list of priority substances.

Objective of this work is to exemplify and to evaluate the use of phreeqc for
the modelling of bacterial and/or kinetically driven degradation of carbon species in
groundwater environments and its e�ects on the groundwater chemistry.
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3. State of the Art

Natural waters are generally not at internal redox state equilibrium (Lindberg &
Runnels, 1984). Measuring the redox state with a standard platin electrode for 611
samples and computing corresponding Eh values with WATEQFC (Runnells & Lind-
berg, 1981), the di�erence between the values was spanning around 1000 millivolts.
"Redox potentials in natural observed in waters are usually mixed potentials, which
are impossible to relate to a single dominant redox species. The use of any measured
Eh value as input to equilibrium hydrogeochemical computer models will generally
yield misleading results for normal ground waters" (Lindberg & Runnels, 1984,
p. 925). So not only adequate measurements of redox couples are required, but also
the modeling of kinetically controlled redox reactions in ground waters may be nec-
essary. The degradation of organic compounds in groundwaters have been reported
as abiological mechanisms until the mid-eighties (Lovley et al., 1994). The in-
vestigation of a contamination of crude oil at the Bemidji site in Minnesota, USA,
revealed, that bacteria control the degradation of hydrocarbons also under anaerobic
conditions. Furthermore, these bacteria rely upon electron accepting elements, such as
Fe(III) (Lovley et al., 1989). Froelich et al. (1979) measured concentrations
of electron accepting elements in pelagic sediments as a function of depth, revealing
that there is a thermodynamic controlled sequence in the reduction of those elements
(see section 4.5 on page 28). Increasing the bioavailiabilitiy of Iron by adding NTA
(Nitrilotriacetic acid, C6H9NO6), "that bind to Fe(III) dramatically"(Lovley et al.,
1994, p.370), the bacteria reduced the organic pollutants much faster (Lovley et al.,
1994). So the "quantitative aspect"(Monod, 1949, p. 371) describing "the growth of
bacterial cultures"by Jaques Monod in 1949 became an important subject in groundwa-
ter chemistry. This "hyperbolic saturation function"presented by Monod is commonly
"referred to as Monod or Michaelis-Menten kinetics"(Wiedemeier et al., 1999, see
p. 183). The latter "is similar to the Langmuir isotherm " (Appelo & Postma, 2005,
p. 521). Molz et.al. developed in 1986 a model for microbial growth dynamics
coupled with transport based on modi�ed Monod kinetics. According to (Regnier
et al., 2005, p.107) "Comprehensive modelling of reactive transport in subsurface en-
vironments therefore requires mathematical expressions that predict the rates at which
microorganisms consume and produce chemical constituents"'. For examples of the
use of modi�ed Monod kinetics see (Essaid et al., 1995; Hunter et al., 1998; van
Capellen & Wang, 1996).
A very comprehensive reaction-transport modelling framework based on the Michaelis-
Menten approach is documented in (Barry et al., 2002). The authors consider also
concomitant secondary reactions due to the changes in the redox state, and compare
there results with measurements in the Vejen land�ll in Denmark, a highly investigated
research site; see (Persson et al., 2006; Baun et al., 2003; Richnow et al., 2003;
Barry et al., 2002;Brun& Engesgaard, 2002;Brun et al., 2002;Christensen
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et al., 1996; Kjeldsen, 1993; Lyngkilde & Christensen, 1992b,a).

A standard book for geochemistry is "Geochemistry, groundwater and pollution"'
(Appelo & Postma, 2005). More about conceptual models for reactive transport in
soil and groundwater can be found in (Schulz & Teutsch, 2002) and (Nützmann
et al., 2005). An overview of di�erent point of views about natural attenuation in
groundwater, implying community concerns, scienti�c basis, protocol standards and
common techniques is published by the National Research Council (2000). For
students and researchers Wiedemeier et al. (1999) published an excellent lecture
dealing with chemical and physical processes of natural attenuation, its applications,
case studies and the referring physical and geochemical data . A focus on process
fundamentals and mathematical models is presented by (Alvarez & Illman, 2006).
Microbiology, Biochemistry and its interactions with groundwater geochemistry is the
topic of (Chapelle, 2001) and (Buffle & de Vitre, 1994). A step forward to envi-
ronmental modeling in higher resolution is the article of Jin and Bethke. A mathemat-
ical description of "rate expression, that predicts electron �ux [through the respiratory
chain] under arbitrary chemical conditions and varying thermodynamic drive and pro-
ton force" (Jin & Bethke, 2002, p. 1807). Deeper insight in environmental chemistry
can be found in (Manahan, 2000) and (Stumm & Morgan, 1996). A very copious
view in the materia of environmental organic chemistry is printed on 1313 pages by
Schwarzenbach et al. (2003). Despite the numerous excellent publications dealing
with groundwater pollution, joining geochemistry and biochemistry, one may think that
geochemical modelling is in an advanced state. It is, but the complexity of the subsur-
face interactions increases the intricacy almost to in�nity. Although, some models will
be charted here.
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Table 1.: Selected geochemical models

Model name Applicability Distributor
Reference

AQUA 2D transient groundwater �ow and transport. Aquifer may be het-
erogeneous and anisotropic. Can simulate advection, dispersion,
linear sorption and decay. A proprietary code with interactive/
graphical interface. (1)

Scienti�c Soft-
ware Group (6)

ASM Aquifer simulation model for two-dimensional modeling of ground-
water �ow and solute transport. Uses random-walk method for so-
lute transport, and can simulate advection, dispersion, linear sorp-
tion, and decay. Aquifer can be heterogeneous and anisotropic.
Menu-driven, graphical interface. A proprietary program pre-
pared by W. Kinzelbach (University of Heidelberg) and R.

Rausch (University of Stuttgart)(1995) (1).

BIO1D 1D model for aerobic and anaerobic biodegradation and sorption
of hydrocarbons (2). Transport of substrates and electron accep-
tors is considered, assuming an uniform �ow �eld. Several reaction
options are available for biodegradation and sorption. Has a pre-
processor and display graphics. A proprietary code developed at
GeoTrans, Inc.(1)

GeoTrans (8).

BIOF & T
3-D

2D or 3D model for �ow and transport in saturated/unsaturated
zone. Includes convection, dispersion, di�usion, desorption, �rst
order or Monod biodegradation, sequential biodegradation. (2)

Scienti�c Soft-
ware Group(6)

BIOREDOX 3D model for chlorinated solvents and petroleum hydrocarbons.
Couples biodegradation and reduction of oxygen, nitrate, sulphate
and carbon dioxide. (2)

(Carey
et al., 1999)

BIOPLUME
II

2D model for simulating transport of a single dissolved hydrocar-
bon species under the in�uence of oxygen-limited biodegradation,
�rst-order decay, linear sorption and advection and dispersion.
Aquifer may be heterogenerous and anisotropic. Based on the
USGS two-dimensional MOC model (including a �nite-di�erence
�ow model) by (Konikow & Bredehoeft, 1978). Oxygen-
limited biodegradation is a reactive transport process. A public-
domain code with a menu-driven preprocessor and limited post-
procesing abilities. Developed by (Rifai et al., 1988) at Rice
University. (1)

IGWMC(4)

(Rifai et al.,
1988)

BIOPLUME
III

Successor to BIOPLUME II. Two-dimensional model for reactive
transport of multiple hydrocarbons under the in�uence of advec-
tion, dispersion, sorption, �rst-order decay, and reactant-limited
biodegradation. Development by AFCEE. Has interactive, graph-
ical pre- and postprocessing capabilities. (1)

Development
commissioned
by AFCEE;
EPA(3)

BIOSLURP Finite element 2D model for vapor transport of LNAPLs in the
groundwater in the vadose zone. Includes convection, dispersion,
di�usion, adsorption, �rst-order biodegradation kinetics. (2)

Scienti�c Soft-
ware Group(6)

BioTracker 1D Natural attenuation screening model with visualization tools
for groundwater. Multispecies transport and transformation.
Used with Sequence and BioTrends. Based on Bioredox. (2)

Scienti�c Soft-
ware Group(6)
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Model name Applicability Distributor
Reference

BioTrans Proprietary two-dimensional �nite-element transport code requir-
ing �ow velocity data from another code (e.g. MODFLOW). Mod-
els transport of multiple species und in�uence of advection, disper-
sion, sorption, �rst-order decay and and oxygen-limited biodegra-
dation. Allows internal computation of source terms due to disso-
lution of NAPL. Graphical, interactive user interface with pre- and
postprocessing capabilities. Prepared by Environmental Systems
and Technologies, Inc. (1)

Environmental
Systems and
Technologies,
Inc (9)

CHEMFLO-
2000

CHEMFLO-2000 enables users to simulate water movement and
chemical fate and transport in vadose zones. The software could
be used to assist regulators, environmental managers, consultants,
scientists, and students in understanding unsaturated �ow and
transport processes. Water movement and chemical transport are
modeled using the Richards and the convection-dispersion equa-
tions, respectively. The equations are solved numerically using the
�nite di�erences approach. CHEMFLO-2000 is an upgraded ver-
sion of CHEMFLO V1.3 that was released in 1989. In addition to
the functions in the previous version, a number of new functions
and features were added in CHEMFLO-2000 such as graphic sen-
sitivity analyses and a Java interactive interface to facilitate the
simulations of water �ow and chemical transport. (EPA, 2003)

EPA(3)

3DFATMIC 3D model to simulate subsurface �ow, transport, and fate of con-
taminants which are undergoing chemical and/or biological trans-
formations for both saturated and unsaturated zones. (2)

EPA(3)

3DFEMFAT 3DFEMFAT is a 3-Dimensional Finite-Element Model of Flow
And Transport through saturated-unsaturated media. Typical
applications are in�ltration, wellhead protection, agriculture pes-
ticides, sanitary land�ll, radionuclide disposal sites, hazardous
waste disposal sites, density-induced �ow and transport, salt-
water intrusion, etc. 3DFEMFAT can do simulations of �ow
only, transport only, combined sequential �ow and transport, or
coupled density-dependent �ow and transport. Based on a hy-
brid Lagrangian-Eulerian �nite-element approach, 3DFEMFAT
can use very large time steps and is recommended [by the author]
for applications to large �eld problems. (Scientific Software
Group, 1998, taken from model overview page)

Scienti�c Soft-
ware Group (6);
(Scientific
Software

Group, 1998)

FEMSEEP Set of programs for solving steady-state and transient ground-
water �ow and solute transport problems in simpli�ed two- and
three-dimensional systems. Transport under in�uence of advec-
tion, dispersion, linear sorption, and �rst-order decay may be sim-
ulated using �nite element methods. A proprietary program with
graphical and menu-driven interfaces and pre- and postprocessing
capabilities. Prepared by D. Meiri of FEMSEEP Software, Inc.
(Meiri, 1990)

FEMSEEP
Software, Inc.;
IGWMC (4)
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Model name Applicability Distributor
Reference

FEMWATER,
FEMWASTE

Finite-element �ow (FEMWATER) and transport (FEMWASTE)
models. FEMWATER and FEMWASTE can simulate variably
saturated conditions in two and three dimensions. FEMWASTE
can simulate transport in one, two and three dimensions. The
system may be heterogeneous and anisotropic, and the code can
account for dispersion, linear sorption, �rst-order decay and three
types of sorption. Public-domain codes developed by researchers
at Oak Ridge National Laboratories. Some proprietary versions of
FEMWATER are available; they are based on the Department of
Defense's Groundwater Modeling Systems (GMS) and data man-
agement package.

Oak Ridge Na-
tional Labora-
tories; NTIOS,
distributors
of propri-
etary GMS
programs (En-
vironmental

Modeling

Systems,
1993)

FLONET R©,
FLO-
TRANS

Two-dimensional steady-state groundwater �ow (FLONET) and
transient solute transport (FLOTRANS) models for cross-
sectional problems. FLOTRANS is an extension of FLONET that
can simulate transport under the in�uence of advection, disper-
sion, linear sorption and �rst-order decay. A proprietary program
with an interactive graphical user interface and extensive pre- and
postprocessing capabilities. Developed by Waterloo Hydrogeo-
logic Software, Inc. (Waterloo Hydrogeologic Software,
1998)

Waterloo Hy-
drogeologic
Software, Inc.
now Schlum-
berger Water
Services(7);
IGWMC(4)

FTWORK Block-centered �nite-di�erence model for one-, two, and three-
dimensional �ow and transport. The transport model advection,
dispersion , �rst-order decay and two types of sorption (linear
and non-linear equilibrium). A public-domain code that may be
acquired with a proprietary (IGWMC) textual and menu-driven
preprocessor and postprocessor. Originally developed by (Faust
et al., 1989) at GeoTrans, Inc. (1)

GeoTrans(8);
IGWMC(4)

HST3D Program for simulating groundwater �ow and associated heat and
solute transport in three dimensions. Solute transport is for a
single solute with advection, dispersion, linear sorption and �rst-
order decay. A public-domain code with no pre- and postproces-
sors. Prepared by K.L. Kipp of the USGS. (1) and (Kipp, 1987,
1997)

(Kipp, 2007,
manual);
USGS(5);
IGWMC(4)
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Model name Applicability Distributor
Reference

HYDRUS A software package for simulating water, heat, and solute move-
ment in two- and three- dimensional variably saturated media.
The software package consists of the computational computer pro-
gram, and the interactive graphics-based user interface. The HY-
DRUS program numerically solves the Richards equation for vari-
ably saturated water �ow and advection-dispersion equations for
both heat and solute transport. The �ow equation incorporates a
sink term to account for water uptake by plant roots. The heat
transport equation considers transport due to conduction and con-
vection with �owing water. The solute transport equations con-
sider advective-dispersive transport in the liquid phase, as well
as di�usion in the gaseous phase. The transport equations also
include provisions for nonlinear nonequilibrium reactions between
the solid and liquid phases, linear equilibrium reactions between
the liquid and gaseous phases, zero-order production, and two
�rst-order degradation reactions. In addition, physical nonequi-
librium solute transport can be accounted for by assuming a two-
region, dual-porosity type formulation which partitions the liquid
phase into mobile and immobile regions. Attachment/detachment
theory, including �ltration theory, is additionally included to en-
able simulations of the transport of viruses, colloids, and/or bac-
teria. (�im·nek et al., 1998)

IGWMC(4)

MINTEQA2 MINTEQA2 is an equilibrium speciation model that can be used
to calculate the equilibrium composition of dilute aqueous solu-
tions in the laboratory or in natural aqueous systems. The model
is useful for calculating the equilibrium mass distribution among
dissolved species, adsorbed species, and multiple solid phases un-
der a variety of conditions including a gas phase with constant par-
tial pressures. A comprehensive data base is included that is ade-
quate for solving a broad range of problems without need for addi-
tional user-supplied equilibrium constants. The model employs a
pre-de�ned set of components that includes free ions such as Na+
and neutral and charged complexes (e.g., H4SiO

0
4, Cr(OH)

2+).
The data base of reactions is written in terms of these components
as reactants. An ancillary program, PRODEFA2, serves as an in-
teractive pre-processor to help produce the required MINTEQA2
input �les. (Allison, 1999)

(Allison
et al., 1991;
Allison,
1991)

MOC,
USGS2D-
MOC

Two-dimensional model for simulation of groundwater �ow and
non-conservative solute transport. Derived from the original
model developed by (Konikow & Bredehoeft, 1978). The lat-
est version (March 1995) simulates transport under the in�uence
of advection, dispersion, �rst-order decay, reversible equlibrium-
controlled sorption, and reversible equilibrium-controlled ion ex-
change. The �ow model is a �nite-di�erence model, while trans-
port is simulated using MOC methods. A public-domain code
with an interactive processor. (1)

USGS(5);
IGWMC(4)
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Model name Applicability Distributor
Reference

MODFLOW 3D �nite di�erence model for estimating the vertical migration
of dissolved organic solutes through the vadose zone to ground-
water and is a closed-form analytical solution of the advective -
dispersive - reactive transport equation. Evapotranspiration and
drainage included.

(McDonald
& Harbaugh,
1988); USGS(5)

MT3D,
MT3DMS

For simulation of unsaturated zone �ow and transport of oily
wastes by �nite di�erence. Advection, dispersion, partitioning
of pollutant between the liquid, soil, vapor, and oil phases by lin-
ear equilibrium isotherms. Degradation of pollutant and oil is
described as �rst-order process. (2)

S.S. Pa-
padopoulos
and Associates;
EPA(3)

PESTAN Finite di�erence model for transient and steady state groundwater
�ow. Used with transport models MT3D, Biotrans, RAND3D. (2)

EPA(3)

PHAST The computer program PHAST simulates multi-component, re-
active solute transport in three-dimensional saturated ground-
water �ow systems. PHAST is a versatile ground-water �ow
and solute-transport simulator with capabilities to model a wide
range of equilibrium and kinetic geochemical reactions. The
�ow and transport calculations are based on a modi�ed ver-
sion of HST3D that is restricted to constant �uid density and
constant temperature. The geochemical reactions are simulated
with the geochemical model PHREEQC, which is embedded in
PHAST.(Parkhurst et al., 2004, p. 1)

USGS(5);
(Parkhurst
et al., 2004)

PHREEQC PHREEQC version 2 is a computer program written in the C pro-
gramming language that is designed to perform a wide variety of
low-temperature aqueous geochemical calculations. PHREEQC
is based on an ion-association aqueous model and has capabilities
for (1) speciation and saturation-index calculations; (2) batch-
reaction and one-dimensional (1D) transport calculations involv-
ing reversible reactions, which include aqueous, mineral, gas, solid-
solution, surface-complexation, and ion-exchange equilibria, and
irreversible reactions, which include speci�ed mole transfers of re-
actants, kinetically controlled reactions, mixing of solutions, and
temperature changes; and (3) inverse modeling, which �nds sets
of mineral and gas mole transfers that account for di�erences in
composition between waters, within speci�ed compositional un-
certainty limits. Since the version 2.7 the calculation of isotope
equlibria of certain species is included. (more detailed information
see chapter 5 of this thesis) (Parkhurst & Appelo, 1999, p. 1)

USGS(5);
(Parkhurst
& Appelo,
1999)

PHTRAN 1-D multi-component model accounting for hydrological trans-
port, in organic equilibrium chemistry and microbial activity
during kinetically controlled biodegradation in groundwater of
compounds such as benzene, toluene, ethylbenzene and xylene
(BTEX). The problem is solved numerically using an operator-
splitting method to couple advectice-dispersive transport of or-
ganic and inorganic solutes with a geochemical equilibrium pack-
age PHREEQC and a biodegradation module (Prommer et al.,
1999, p. 1)

(Prommer
et al., 1999)
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Model name Applicability Distributor
Reference

RITZ 3D transport model for advection, linear and non-linear sorption
dispersion, �rst order decay of single species. Coupled with MOD-
FLOW

EPA(3)

RAN3D Three-dimensional version of the random walk algorithm devel-
oped by Prickett at al. (1981). RAN3D is designed to be coupled
with MODFLOW input �les for calculation of velocity �les that
are used to run the code. May be used for transient simulation
of advection, dispersion, linear sorption, and zero order decay,
�rst-order, or variable order decay. Code has some pre- and post-
processing capabilities. A proprietary code prepared by D. Koch
of Engineering Technologies Associates and T. A. Prickett. (1)

IGWMC(4)

RT3D Modi�cation of MT3D. For multispecies transport of chlorinated
compounds, by-products and solid-phase species. Instantaneous
aerobic degradation, BTEX degradation with multiple electron
acceptors, sequential anaerobic degradation of PCE/TCE, and
combined aerobic/anaerobic degradation of PCE/TCE. Advec-
tion, dispersion, Monod biodegradation, sorption, decay. (2)

Washington
State Uni-
versity and
Paci�c North-
west National
Laboratory

SEAM3D Transport of multiple solutes in aquifers. Monod kinetics
biodegradation, based on engine of MT3D. Can follow NAPL
dissolution.(2)

U.S. Military

SESOIL Transport through vadose zone in water, soil and air phases. Can
be combined with MODFLOW. Includes surface runo� and ero-
sion pollution transport, volatilization to soil surface (2)

U.S. Salinity
Lab

STANMOD STANMOD (STudio of ANalytical MODels) is a Windows
based computer software package for evaluating solute transport
in porous media using analytical solutions of the convection-
dispersion solute transport equation. The STANMOD package
includes a graphical user interface, a post-processing tool and
seven included programs for di�erent issues. CXTFIT can be used
to estimate solute transport parameters for the one-dimensional
advection-dispersion equation (ADE). CFITM and CFITIM an-
alyzes observed column data using analytical solutions for the
one-dimensional equilibrium and non-equilibrium ADE, respec-
tively. Advective-dispersive transport of solutes involved in se-
quential �rst-order decay reactions can be analyzed with CHAIN.
SCREEN models the fate and transport of soil-applied organic
chemicals and the di�erent loss pathways, as long as the required
thermodynamical data is available. Evaluating analytical solu-
tions for 2D- and 3D-equilibrium solute transport and 2D- and
3D non equilibrium solute transport in the subsurface 3DADE
and N3DADE are given, respectively. (�im·nek et al., 1999,
see manual p. 3-5 and STANMOD web page (Dec. 2003))

IGWMC(4);
(�im·nek
et al., 1999)
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Model name Applicability Distributor
Reference

SUTRA SUTRA (Saturated-Unsaturated Transport) is a computer pro-
gram that simulates �uid movement and the transport of either
energy or dissolved substances in a subsurface environment. The
code employs a two- or three-dimensional �nite-element and �nite-
di�erence method to approximate the governing equations that
describe the two interdependent processes that are simulated: 1)
�uid density-dependent saturated or unsaturated ground-water
�ow; and 2) either (a) transport of a solute in the ground wa-
ter, in which the solute may be subject to: equilibrium adsorp-
tion on the porous matrix, and both �rst-order and zero-order
production or decay; or (b) transport of thermal energy in the
ground water and solid matrix of the aquifer. Solute-transport
simulation using SUTRA may be employed to model natural or
man-induced chemical-species transport including processes of so-
lute sorption, production, and decay. (Voss & Provost, 2002,
p. 1) SUTRA comes also with a graphical user interface that sup-
ports two-dimensional (2D) and three-dimensional (3D) simula-
tion. SutraGUI is a public-domain computer program designed to
run with the proprietary Argus ONETM package, which provides
2D Geographic Information System (GIS) and meshing support
(Voss & Provost, 2004, p. 1)

USGS(5);
(Voss &
Provost,
2002)

SWIFT,
SWIFT/486

3D �nite di�erence model to simulate contaminant, �uid and heat
transport in porous and fractured media. Linear and nonlinear
desorption, dispersion, di�usion, dissolution, leaching and decay.
Public domain (2)

Sandia Na-
tional Labora-
tory

SWM
SM_2D

3D Modeling transient and steady-state �ow and mass transport
in the groundwater (saturated) and vadose (unsaturated) zones
of aquifers. Physical, chemical and biological processes. Includes
multiple organic NAPL phases; the dissolution and/or mobiliza-
tion of NAPL�s by nondilute remedial �uids; chemical and mi-
crobiological transformations; and changes in �uid properties. In-
cludes non equilibrium interphase mass transfer; sorption; geo-
chemical reactions; and the temperature dependence of pertinent
chemical and physical properties. Model includes inhibition, se-
quential use of electron acceptors, and cometabolism for a general
class of bioremediation processes.(2)

U.S. Salinity
Lab

TBC The reactive transport model TBC (transport, biochemistry, and
chemistry) numerically solves the equations for reactive transport
in three-dimensional saturated groundwater �ow. A �nite ele-
ment approximation and a standard Galerkin method are used.
Solute transport is coupled to microbially mediated organic car-
bon degradation. Microbial growth is assumed to follow Mon-
odtype kinetics. Substrate consumption and release of metabolic
products is coupled to microbial growth via yield coe�cients and
stoichiometric relations. Additionally, the e�ects of microbial ac-
tivity on selected inorganic chemical species in the aquifer can be
considered.(Schaefer et al., 1998a, p. 1)

(Schaefer
et al., 1998a)
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Model name Applicability Distributor
Reference

TOUGH2 TOUGH2 is a numerical simulator for nonisothermal �ows of mul-
ticomponent, multiphase �uids in one, two, and three-dimensional
porous and fractured media. The chief applications for which
TOUGH2 is designed are in geothermal reservoir engineering, nu-
clear waste disposal, environmental assessment and remediation,
and unsaturated and saturated zone hydrology. TOUGH2 was
�rst released to the public in 1991; the 1991 code was updated in
1994 when a set of preconditioned conjugate gradient solvers was
added to allow a more e�cient solution of large problems. The
current Version 2.0 features several new �uid property modules
and o�ers enhanced process modeling capabilities, such as cou-
pled reservoir-wellbore �ow, precipitation and dissolution e�ects,
and multiphase di�usion. The T2VOC module for three-phase
�ows of water, air and a volatile organic chemical (VOC), and the
T2DM module for hydrodynamic dispersion in 2-D �ow systems
have been integrated. (Pruess et al., 1999, p. iii)

Berkeley Lab,
Earth Sci-
ence Division;
(Pruess
et al., 1999)

UTCHEM 2D model for transport of water and solutes in various saturated
media. Linear sorption, zero-order production, �rst-order decay,
dispersion. Public domain (2)

EPA(3)

VLEACH 1D �nite di�erence model for evaluating e�ects on ground water
from the leaching of volatile, sorbed contaminants through the va-
dose zone. Includes liquid-phase advection, solid-phase sorption,
vapor-phase di�usion, and three-phase equilibration in terms of
soil properties, recharge rates, depth of water, or initial condi-
tions. Public domain (2)

EPA(3)

VS2DT VS2DT is a �nite-di�erence model that solves Richard's equa-
tion for �uid �ow, and the advection-dispersion equation for so-
lute transport. The model can analyze problems in one or two
dimensions using either cartesian or radial coordinate systems.
Relations between pressure head, moisture content, and relative
hydraulic conductivity may be represented by functions developed
by van Genuchten, Brooks and Corey, Haverkamp and others, or
by data points. Initial hydraulic condition can be speci�ed as
static equilibrium, speci�ed pressure head, or speci�ed moisture
content. Boundary conditions include speci�ed pressure or total
head, speci�ed �ux, in�ltration with ponding, evaporation, plant
transpiration, and seepage faces. Solute transport processes in-
clude advection, dispersion, �rst-order decay, adsorption, and ion
exchange. (Hsieh et al., 2000)

USGS(5);
(Hsieh et al.,
2000)
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Model name Applicability Distributor
Reference

WATEQ4F A FORTRAN 77 version of the PL/1 computer program for the
geochemical model WATEQ2 has been developed, which computes
major and trace element speciation and mineral saturation for nat-
ural waters. The code WATEQ4F has been adapted to execute
on an IBM PC or compatible microcomputer with or without an
8087, 80287 or 80387 numeric coprocessor and, if recompilation is
desired, a full-featured microcomputer FORTRAN compiler. The
calculation procedure is identical to WATEQ2, which has been
installed on many mainframes and minicomputers. Several data
base revisions have been made that include the addition of Se (-II,
0, IV, VI) and U (III, IV, V, VI) species as well as the recently
published values of Nordstrom and others (1990) (Nordstrom
et al., 1990) (Ball & Nordstrom, 1998;Welch & Stollen-

werk, 2002, for thermodynamical data of Cr and As). A new set
of redox options has been introduced so that all species that would
exist in a disequilibrium system can be independently calculated,
or selected species can be coupled, at the desire of the user.

USGS(5),
(Ball &
Nordstrom,
1991)

(1) (Wiedemeier et al., 1999, P 409-412)
(2) (Mulligan & Yong, 2004, p. 594)

EPA(3): List of models, information and download:www.epa.gov/ada/csmos/models.html

IGWMC(4): International Ground Water Modeling Center: http://typhoon.mines.edu/

USGS(5):Information and download: http://water.usgs.gov/software/lists/ground_water

Scienti�c Software Group(6): www.scisoftware.com/environmental_software/index.php?cPath=21

Schlumberger Water Services(7): www.swstechnology.com

GeoTrans(8): www.geotransinc.com/

Environmental Systems and Technologies, Inc (9): www.esnt.com; http://www.gesonline.com

As gathered from table 1, one can classify the models in three basic algorithms for
the solution of the partial di�erential transport equation. The method of Finite Dif-
ferences (FD), Finite Elements (FE) and Random Walk (RW). ASM and RAN3D are
using the Random Walk algorithm. As one can guess by the model name, FEMSEEP,
3DFEMFAT, FEMWASTE and FEMWATER operate with the FE method, as well as
BIOSLURP and BioTrans. The most famous representative in groundwater modeling
implying the Finite Di�erence method is the MODFLOW family. Going from that,
nearly all models are capable of modeling advection, dispersion, linear sorption and
�rst-order decay. SUTRAGui as well provides 2D GIS support. The fate of a single
solute is modeled by FTWORK, and of a single hydrocarbon species by BIOPLUME
II. The successor, BIOPLUME III, solves the reactive transport problem for multiple
hydrocarbon species, yet with oxygen limited biodegradation. Biodegradation cou-
pled with sequential redox reactions is implemented in the models BIOREDOX, BIO-
TRACKER, 3DFATMIC, MT3D, SWM and TBC. NAPLs and LNAPLs are included
in the models BIOSLURP and BioTrans. Modeling the fate of the widespread BTEX
compounds (Benzene, Toluene, Ethylbenzene, Xylene) BIOPLUME, RT3D, SWM and
PHTRAN are stated. The latter also includes kinetically controlled biodegradation
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reactions, whereas BIOF, T3D, SEAM and TBC are using the Monod-type formula-
tion for bacterial attenuation activity. Capable of geochemical equilibrium of multiple
components are MINTEQ, PHAST, PHREEQC and WATEQ4F, whereas SWM in-
cludes physical non-equilibrium between phase interactions. The phase interactions
represented in HYDRUS are such as the non-equilibrium between feldspar and ground-
water and the assumed equilibrium between CO2 and groundwater. And with a trick,
physical non-equilibrium solute transport can be applied.1D, 2D and 3D equilibrium
and non-equilibrium solute transport modeling achieved by an analytical solution is
implemented in the STANMOD package.

On the website of the IGWMC, a list of common models, classi�ed in purpose, and
some reviews of the models is posted (http://typhoon.mines.edu/software/igwmcsoft/).
All the groundwater models developed by the USGS until 1994, with an update un-
til Aug. 2007, are listed in (Appel & Reilly, 1994). A disquisition about reactive
transport modeling was published by (Steefel et al., 2005). Modeling the reactions
of multiple TEAPS (Terminal Electron Acceptor Processes) and comparing the use of
the irreversible Monod rate law and kinetically controlled reactions showed that the
Monod rate law approach over estimated the reduction of Fe(II) (Curtis, 2003). In the
same issue of Computers & Geosciences Zhu (2003, p.1) illustrates the "shortcomings
of the Kd approach" comparing the results with the multicomponent reactive model
PHREEQC (Zhu, 2003).

A detailed code testing protocol for groundwater models was established by the
IGWMC by order of the US EPA (van der Heijde & Kanzer, 1997a,b). The federal
o�ce for environment and geology of Saxonia, Germany, provides a list of simulation
models for groundwater �ow and contaminant transport in its online database DASIMA
(LfUG, 2004). The government of Alberta, Canada, commissioned an "Evaluation of
Computer Models for Predicting the Fate & Transport of Hydrocarbons in Soil and
Groundwater" (Alberta Research Group, 2005). In this study 130 codes were
evaluated, concluding in a preliminary ranking chart. PHREEQC was not included
due to the limited �ow simulation capabilities. The leading top ten in the ranking
chart are listed in �gure 1. Not all models charted in �gure 1 are listed in table 1, and
it would be beyond of scope to dwell on the highly informative model evaluation in
detail. For further interest in groundwater models dealing with di�erent salinities, a
two-phase "Evaluation of Computer Models for Predicting the Fate & Transport of Salt
in Soil and Groundwater" is published, also under comission of the Alberta goverment
(Science and Standards Branch Alberta Environment, 2003a,b).
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Figure 1.: Preliminary ranking of codes evaluated by EMS for the Alberta Government (Alberta
Research Group, 2005)

The geochemical modeling tool phreeqc used in this study is placed in the top
regions regarding geochemistry. In spite of transport it just can model in one dimension,
including di�usion, sorption, advection and dispersion though. For a more detailed
description of PHREEQC see chapter 5.
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4. Theory

4.1. Introduction

Due to the scope of this master thesis, just the very basics of hydrochemistry will be
outlined in this chapter. It might appear unappropriate to leave some out, especially
in hydrochemical questions, where everything interacts with almost everything in time,
space, quality and quantity. For a deeper insight in the theory of these coherences of
overwhelming complexity, other sources will be more auxiliary (see line 3 on page 6 et
sqq.).

4.2. Equilibrium chemistry

4.2.1. The law of mass action

Some minerals react faster upon contact with water, such as halite (NaCl) or gypsum
(CaSO4) (Appelo & Postma, 2005) than others, like Silicate or feldspar. The water
molecules surrounds the salt molecules (e.g. Na+ and Cl−) by solubilizing them, until
the water is saturated with respect to salt. Then equilibrium between the solid and
the aqueous phase is obtained. From this moment on, solution and precipitation occur
in the same amount equally, so that equilibrium is maintained. The fundamental to
any description of equilibria in water is the law of mass action (Appelo & Postma,
2005). It states for a generalized type in the left row and for �uorite (CaF2 in the right
one) (Appelo & Postma, 2005, p. 119):

aA+ bB ⇀↽ cC + dD (1) CaF2 ⇀↽ Ca+2 + 2F− (2)

The quantities of the species at the left and the right side of the reaction, e.g. for
the solid �ourite and the �ourite in solution, is given by

Kfluorite = [C]c[D]d

[A]a[B]b
(3) Kfluorite =

[Ca2+][F ]2

[CaF2]
(4)

The term in the denominator [CaF2] is left out, since the solubility product for a
pure phase equals one by de�nition (Stumm & Morgan, 1996). Thus the equation
becomes:

Kfluprite =
[
Ca2+

] [
F−
]2

= 10−10.57 (5)

Formula 5 can be written in logarithmic form for an easier use of the magnitudes:
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logKfluorite = log
[
Ca2+

]
log
[
F−
]2

= −10.57 (6)

If we assume, that groundwater is at equilibrium with �uorite, than a water with
high concentration of Ca2+ will have lower F− concentration values, and vice versa,
corresponding to equation 6. At saturation for �uorite, an increase of Ca2+ will decrease
the F− concentration. A way that might be used for water treatment (Appelo &
Postma, 2005).

4.2.2. Temperature dependency of the mass action constant

The solubility of a mineral is correlated to the temperature of the aquatic system. The
mass action constants in literature are valid for a standard state, pressure of one atm
and temperature of 25 ◦C. Generally, the variations of solubility with pressure can be
neglected, so the van't Ho� equation (eq. 7) is used to convert given values to the
temperature needed (Sigg & Stumm, 1994).

∂ lnK

∂T
=

∆H

RT 2
(7)

K = mass action constant
T = Temperature in Kelvin
∆H = Reaction enthalpy in kJ/mol
R = Gas constant 8.3144 J/K mol

Here, the ∆H is the reaction enthalpy, a measure for the heat gained or lost by
a chemical system (Appelo & Postma, 2005). Since between 5 ◦C and 35 ◦C the
reaction enthalpy can be seen as independent of temperature (Sigg & Stumm, 1994),
the change of K between two temperatures can be calculated as follows:

logKT1 − logKT2 =
−∆H

2.303R

(
1

T1

− 1

T2

)
(8)

see equation 7 for the abbreviations

4.2.3. Concentration and activity

The law of mass action is only valid, when there occur no interactions with other ions
in the solution. "In the ideal case of an in�nitely dilute solution, where the interactions
amongst the ions are close to zero, the activity coe�cient is one and the activity equals
the concentration" (Merkel, 2005, p. 8). Ions in aqueous solutions interact with
each other, arranging around opposite charged ions, thus the overall charge of the
solution is lowered. The temperature and the concentration of ions in the solution
also a�ects the activity, controlling the movement of molecules and the e�ective size
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of the hydrated molecule, respectively. In the range of temperature of groundwater,
the derivations of the activity coe�cient are small. In thermodynamics, the activity of
gases, components in solid solutions and absorbed ions are all expressed as a fraction
relative to a standard state (e.g. 25◦C) (Appelo & Postma, 2005). So the activity
coe�cient is dimensionless. The activity i is related to the molal concentration mi by
an activity coe�cient (γ) (Stumm & Morgan, 1996), which corrects for non-ideal
behavior.

i =
γi ·mi

m0
i

≡ γi ·mi (9)

Activity coe�cients for solutes are calculated using the Debye-Hueckel theory. First
the ionic strength I is de�ned. Then the ionic strength is related to the temperature
and the e�ective ion size (Appelo & Postma, 2005).

I =
1

2

∑ mi

m0
i · z2

i

(10)

I = Ionic strength
mi = molality of ion i

m0
i = standard state (i.e. 1 mol/kg H2O)

z2
i = charge number of ion i

log γ = − Az2
i

√
I

1 +B
◦
ai
√
I

(11)

γ = activity coe�cient
A, B = temperature dependent constants
◦
ai = empirical ion size parameter

This form of the Debye-Hueckel equation is only valid for solutions, where the ionic
strength is less than 0.1. For more saline waters, there exist variations of the Debye-
Hückel equation, such as (Truesdell & Jones, 1973) or (Garrel & Christ, 1965),
which are not shown here, because such salinities are not to be concerned with in this
work.

4.2.4. Calculation of saturation states

Analogue to the law of mass action, one can calculate with the activities, gaining the
Ion Activity Product (IAP). Comparing the ion activity product with the equilibrium
constantK leads to an expression of the saturation conditions, or the saturation state Ω:

Ω =
IAP

K
(12)

So for equilibrium Ω = 1, for supersaturation Ω > 1 and for subsaturation Ω < 1.
The logarithmic scale is useful for larger derivations from equilibrium, given by the
saturation index SI (Appelo & Postma, 2005). In phreeqc the saturation index
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can be de�ned in the input �le for selected species, and will also be shown in the ouput
�le for the re�ering species.

SI = log(
IAP

K
) (13)

SI = 0 re�ects equilibrium between the mineral and the solution; SI > 0 supersatu-
ration and SI < 0 subsaturation (Appelo & Postma, 2005, p. 131).
The equations presented so far do not include the energy distributions and transfers

of reactions. The general reaction presented in formula 1 can also be expressed as:

∆G = ∆G0
r +RT ln

[C]c [D]d

[A]a [B]b
(14)

∆Gr = change in free Gibbs energy
∆G0

r = standard Gibbs free energy
R = gas constant (8.314 1̇0−3 kJ/mol/deg)
T = absolute temperature in Kelvin

The value of ∆Gr indicates, which direction the reaction will go. Is ∆Gr = 0, the
reaction is at equilibrium. For ∆Gr < 0 the reaction proceeds to the right, or the
products (C and D), for ∆Gr < 0 it proceeds to the left, to the educts (A and B). This
formulation has some practical advantages. It allows us to calculate the mass action
constant K for any reaction, if data of ∆Gr is available and we see the gain or loss
of energy of reactions, which allows us to predict reactions and sequences of certain
reactions.
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4.3. Fundamentals of redox chemistry

Oxidation and reduction are principle reactions in groundwater chemistry. They control
the abundance of oxygen, nitrate, sulfate and other redox sensitive elements and/or
molecules due to the oxidation of organic matter or reducible pollutants. The order
in which oxidation of some elements and related reduction of others occurs can be
predicted from thermodynamic equilibrium data (Appelo & Postma, 2005).
Oxidation and reduction can never occur alone. They are always related to another,

in the sense that no electron can be appear or disappear. That is why the overall
reaction will be referred as a redox reaction. Oxidation of an element is the loss of
some of its electrons, whereas reduction means the gain of electrons for an element.
The oxidation number speci�es redoxstate of an element. In its elemental state, the
oxidation number of an element is 0, increases with oxidation and decreases with re-
duction. Usually the oxidation number is written above the element symbols in roman
letters, as:

0

C +
0

O2 ⇀↽
IV

C
−II
O2 (15)

In a general form, as the formula 1 in chapter 4.2.1 redox reactions can be written
as:

aAred + bBox → cCox + dDred (16)

and in terms of free energy (equation: 14):

∆Gr = ∆G0
r +RT ln

[Cox]
c [Dred]

d

[Ared]
a [Box]

b
(17)

A redox reaction is a transfer of electrons. So we can express redox reactions quani-
tatively by substituting ∆G by the number of electrons n transferred, the potential
E in Volts, a standard potential E0 and the Faraday constant F (96.42kJ/Volt gram
equivalent), which gives us the Nernst equation:

E = E0 +
RT

nF
ln

[Cox]
c [Dred]

d

[Ared]
a [Box]

b
(18)

Though a single oxidation reaction can never occur, their standard potential is mea-
sured as a half-reaction, compared to the H2/H+ reaction, measured in pH = 0 with
a Pt-electrode, and which is conventionally set to the value of 0 Volts. All the other
half-reactions are listed in databases, to be able to predict reactions and their electron
transfer. But the potential of one half-reaction is not useful in geochemical applica-
tions, because in natural groundwaters, there is almost no internal redox equilibrium
and therefore the measurement the Eh value can lead to biased conclusions (see chapter
3).
To simplify the theoretical treatment of redox reactions, one can write redox half-

reactions in terms of the law of mass action, e.g.:

II

Fe 2+ ↔
III

Fe 3+ (19)
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K =
[Fe3+] [e−]

[Fe2+]
= 10−13.05 (20)

Here, the activity of the electrons is noted in the activity product. For a simpler use
we take the logarithm of the activity of electrons:

pe = log[e−] (21)

To reveal the relationship between Eh and pe, we combine formula 21 with formula
18, at 25 ◦C it is the equal to

Eh = 0.059pe(V olt) (22)

This is just a basic approach to redox chemistry and can be studied in detail in every
book about general-, hydro- or geogeochemistry.
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4.4. Kinetics of geochemical reactions

Equilibrium chemistry as shown in formula (14) allows to predict the direction of a
chemical reaction, e.g. if precipitation or dissolution will occur. It doesn't show how
much time the reaction needs to obtain equilibrium. For some reactions it is not
necessary, because the reaction proceeds relatively fast, for example the dissolution of
halite (NaCl) in water.
Introducing the factor time in a reaction, where A converts to B in a certain time

and at a certain reaction rate. The reaction rate, the change of A as function of time,
can be calculated with the formula (Appelo & Postma, 2005):

rate = −dCA
dt

(23)

The rate at the time t1 can be determined from the slope of the tangent at that time.
Of course the concentration of A is inversely proportional to the concentration of B.
So if there is a decrease in A, the rate is given a negative sign, whereas the rate of B
and the corresponding slope of the tangent are positive.

rate = −dCA
dt

=
dCB
dt

(24)

Reactions, where the reaction rate is independent of the concentration of its reac-
tants, are called zeroth order reactions. Thus the rate is expressed by an integer, and
the slope of the tangent is zero. First order reactions are represented by radioactive
decay reactions, for example. The reaction rate is described by the rate constant, or
speci�c rate, represented by the latter k in �gure 2, multiplied by the concentration of
the reactant A.
The overall order of reactions is determined by the sum of the di�erent reaction

orders of its reactants. For the reaction

A+ 2B = 3C (25)

the rate is

rate = −dCC
dt

= 3
dCA
dt

= 3/2
dCB
dt

(26)

If its found experimentally that the reaction rate is proportional the the αth order
of the concentration of reactant A and the βth power of reactant B, then the rate is:

rate = k · CαA · C
β
B (27)

The overall order n of this reation is:

n = α + β (28)

Since the rate has �xed units, for example (mol/L·s), for an n-order reaction the units
of k are (mol/L)1−n/s. Rate dependent reactions are dissolution of some minerals such
as feldspar or quartz, crystallization like in a jaw of honey, exchange reactions of cations
on clay minerals, radioactive decay and degradation reactions, like the degradation of
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Figure 2.: Rate laws for the reaction A to B (Appelo & Postma, 2005, p. 154)

organic matter. The latter depends on the availability of C, bacteria density, electron
waste disposal sites for the bacteria (electron acceptors) and the overall energy yield
of the reactions. These kinetically controlled reactions are described in section 4.6
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4.5. Degradation of carbon in groundwater

environments

Organic carbon is degraded in groundwater environments. Heterotrophic bacteria use
the carbon as an electron donor and the elemental oxygen as an electron acceptor.
In this metabolism, using oxygen as an electron acceptor, they gain the most energy,
compared to other electron acceptors. The simpli�ed reaction is shown in equation
29, here, for a better comparison, a stoichiometrical balance is chosen that one mole
of electrons is transferred (Manahan, 2000), the roman numbers above the elements
display the oxidation number (see chapter: 4.3):

1/4
0

C H2O + 1/4
0

O
2

(g)→ 1/4
IV

C
−II
O
2

+1/4H2O (29)

When the available oxygen is depleted, bacteria use other oxidised elements as elec-
tron acceptors. There exist a certain sequence in which bacteria reduce the abundant
oxidised elements, due to the energy that yields to the bacteria in the overall process.
The energy change in Gibbs free energy (∆G) for the oxidation of CH2O and di�erent
reduced substances is listed in table 2. The change in the pe gives the value, in which
redox states the reactions occur. The decreasing values of ∆G imply that denitri�cation
begins, when oxygen is depleted, otherwise it would be energetically not favorable.

Table 2.: Selected redox reactions in groundwaters and its pe and ∆G values (Stumm & Mor-

gan, 1996, taken from p. 474)

process pE ∆G
Aerobic respiration
1/4O2 +H+ + e− = 1/2H2O +13.75 -125
Denitri�cation
1/5NO

−
3 + 6/5H+ + e− = 1/10N2(g) + 3/5H2O +12.65 -119

Manganese reduction
1/2MnO2(s) + 1/2HCO

−
3 (10−3) + 3/2H+ + e− = 1/2MnCO3(s) +H2O -30 +8.9

Nitrate reduction
1/8NO

−
3 + 5/4H+ + e− = 1/8NH

+
4 + 3/8H2O -82 +6.15

Iron reduction
FeOOH(s) +HCO−3 (10−3) + 2H+ + e− = FeCO3(s) + 2H2O - -0.8
Fermentation
1/2CH2O +H+ + e− = 1/2CH3OH - -3.01
Sulfate reduction
1/8SO

2−
4 + 9/8H+ + e− = 1/8HS− + 1/2H2O -25 -3.75

The values of ∆G are coupled with this oxidation reaction:

1/4CH2O + 1/4H2O = 1/4CO2(g) +H+ + e−

The most pristine groundwaters are not depleted in oxygen, due to the lack of electron
donors, and therefore aerobic metabolisms dominate the process of degradation of
organic matter. But once groundwater is isolated and there is a su�cient pool of
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organic carbon, the aquifer is dominated by a succession of terminal electron acceptor
processes (Chapelle, 2001). The end of the electron transfer processes to an electron
acceptors, in other words, the �nal arrival, is [commonly] referred to as the terminal
electron acceptor processes (TEAP) (Lovley & Chapelle, 1995).

Figure 3.: Conceptual model of hydrocarbon degradation and its sequential impact on groundwa-
ter chemistry. (Wiedemeier et al., 1999, p. 208)

So the redox state of an aquifer depends on the pool of organic carbon or organic
matter, and can be seen as a function of time. The older a sediment, the further is
its redox state respective to sequence of TEAPs. Froelich et al. (1979) (1979)
measured the concentrations of O2, NO

−
3 , NO

−
1 , Mn2+, Fe2+, SO2−

4 and S2− in pelagic
sediments. In the pro�le, once oxygen was depleted, nitrate concentrations diminished.
When the sediment was anoxic, Mn2+ began to appear until the reduction of Fe3+ to
Fe2+, in the zone where the nitrate was completely consumed .
There is a great variety in the common electron accepting processes that occur and

therefore it is "much more challenging identifying electron acceptors" than electron
donors (Chapelle, 2001, p.289). Furthermore, measuring voltage di�erence between
a standard electrode and the groundwater environment, the measured value of Eh would
be inaccurate, because "the concept and its measurement of Eh requires thermodynamic
equilibirium in the solution being considered" (Chapelle, 2001, p. 286), as Lindberg
and Runnels showed 1986 (see 3). Another way to determine the state of anaerobic
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Figure 4.: The di�erent TEAPs in time and/or space. The source of carbon here is a leaking
barrel of NAPLs and LNAPLs. NAPL means Non-Aqueos Phase Liquid, LNAPL means
Light Non-Aqueous Phase Liquid) (Wiedemeier et al., 1999, p. 210)

oxidation processes is the concentration of hydrogen. Molecular hydrogen (H2)is a
waste product from fermentative bacteria that initiate the oxidation of organic matter.
This hydrogen is then utilized by respiring microorganisms such as nitrate reducers,
Fe(III) reducers, sulfate reducers and methanogens (Chapelle, 2001). The hydrogen
concentration is an indicator, which TEAP dominates. For example, if nitrate is in
su�cient abundance, the hydrogen concentration will maintain the range of 0.01-0.05
nM/L, because the concentrations of molecular hydrogen are too low for e.g. Mn4+

reducers to e�ectively respire. The characteristic hydrogen concentrations are shown
in table 3

Table 3.: Potential energy yield and steady-state hydrogen concentrations characteristic of di�er-
ent anaerobic oxidation processes (Chapelle, 2001, p. 291)

.
Redox reaction

Potential stan-
dard free energy
(kJ per H2)

Characteristic
Hydrogen Con-
centrations
(nM/L)

2NO−3 + 5H2 + 2H+ → N2 + 6H2O 224 0.01-0.05
MnO2 +H2 →Mn(OH)2 163 0.1-0.3
Fe(OH)3 → 2Fe(OH)2 + 2H2O 50 0.2-0.8
SO2−

4 + 4H2 +H+ → HS− + 4H2O 38 1.0-4.0
HCO−3 + 4H2 +H+ → CH4 + 3H2O 34 5.0-15.0
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Figure 5.: Conceptual model of hydrogen and carbon as electron donor, the sequential TEAP and
typical hydrogen concentrations (Wiedemeier et al., 1999)

Wiedemeier et al. (1999) published a �ow chart of the concluding processes,
involving the sequential use of TEAPs and the characteristic hydrogen concentrations.
Chlorinated solvents are included, where the oxidised chlorine also acts as an electron
acceptor . In �gure 5 the dashed lines represent the reactions, where carbon is the
direct electron donor, solid lines represent hydrogen as electron donor. The pipes in the
hydrogen reservoir show the correlation between TEA and the corresponding hydrogen
concentration in the aquifer, under which the following TEAP cannot function.
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4.6. Kinetics of biodegradation

In order to describe mathematically natural attenuation together with growth of bac-
terial cultures, the formulation of Monod (1949) is still widely used. This empirical
hyperbolic function can describe biodegradation rates following zero- to �rst-order ki-
netics with respect to the target concentration (Alvarez & Illman, 2006). Monod
formulated primarily this equation, for "quantitative aspects [...], as a method for the
study of bacterial physiology and biochemistry" (Monod, 1949, p. 371), as follows:

µ = µmax
C

k1/2 + C
(30)

µ = growth rate (time−1)
µmax = maximum speci�c growth rate (time−1)
C = concentration of growth-limiting substrate (mg/L)
k1/2 = half-saturation constant

The half saturation constant k1/2 is also known as the growth limiting substrate
concentration, which is the substrate concentration corresponding to a speci�c growth
rate equal to half the maximum concentration (Alvarez & Illman, 2006). As said
before, the rate equation describing µ as a function of C contains zero-order, mixed-
order and �rst-order regions. Is C � k1/2, k1/2 and C is almost equal to C, µmax becomes
the limiting maximum reaction rate and the reaction becomes zero-order with:

µ = µmax (31)

When C � k1/2, equation 30 reduces to:

µ =
µmax

k1/2

C (32)

and µmax/k1/2 is equal to the �rst-order rate constant (Wiedemeier et al., 1999).
The degradation of the substrate or contaminant (in equation 30 referred to as concen-
tration of growth-limiting substrate) is related to the growth of microorganisms. This
relation is described by the yield coe�cient Y. It is a measure of the organisms formed
per substrate utilized. So the change in substrate concentration can be expressed as
follows:

dC

dt
=

µmaxM · C
Y (k1/2 + C)

− bM (33)

µ = growth rate (time−1)
µmax = maximum speci�c growth rate (time−1)
C = Concentration of growth-limiting substrate (mg/L)
k1/2 = half-saturation constant
M = Microbial mass in mg/L
Y = yield coe�cient moles biomass-C/ moles C
b = �rst-order decay coe�cient for cell death
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Figure 6.: Graphical representation of the Monod equation (Alvarez & Illman, 2006)

In scienti�c literature, the nomenclature of the formulas 30 and 33 is not exactly
de�ned, but it can be noticed, that formula 30 is commonly referred to as the Monod
equation and formula 33 as the Michaelis-Menten equation.
A special case in groundwater redox chemistry is, that in case of pollution by hy-

drocarbons, after a lag time due to bacterial growth, attenuation depends more on the
availability of TEAPs then on the activity of bacteria (Lovley & Chapelle, 1995;
Barry et al., 2002). This decay inhibiting process can be described with the ex-
tension, similar to that of electron donors: Here, the term of growth of the limiting
substance is referred to as TEA (terminal electron acceptors):

dC

dt
= −

(
µmax · C
k1/2

)(
µmaxTEA · CTEA
k1/2TEA + CTEA

)
(34)

µmax TEA = maximal rate multiplier for the TEA
k1/2 = half-saturation constant for a TEA (mol/L)
CTEA = concentration of the TEA (mol/L)

(Appelo & Postma, 2005, p. 525)

Based on empirically determinated degradation rates, Appelo & Postma (2005)
developed an expression for the oxidant multiplier showed in equation 34:

roxidiants =

(
CO2

2.94× 10−4 + CO2

+
CNO−3

1.55× 10−4 + CNO−3
+

CSO2−
4

1× 10−4 + CSO2−
4

)
(35)
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So the overall degradation of organic carbon is:

dSOC
dt

= −kl · SOC · roxidiants (36)

SOC = organic carbon content
Ci = is in molalities (moles/kgw
kl = �rst-order decay constant

(Appelo & Postma, 2005; Appelo &
Parkhurst, 1998)

The values for the parameters in the Monod equation just can be found out experi-
mentally in column studies or via �eld measurements. The maximum speci�c growth
rate µmax ranges from 0.04 to 10 (1/day) (Prommer et al., 1999; Barry et al.,
2002; Ostendorf et al., 2007, e.g.), whereas the value of the half-saturation con-
stant (k1/2) in the most studies is 1 ×10−5 (Prommer et al., 1999; Barry et al.,
2002; Appelo & Postma, 2005). The yield coe�cient ranges from 0.3 to 0.5 (Essaid
et al., 1995; Prommer et al., 1999; Ostendorf et al., 2007).
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5. PHREEQC

Phreeqc is a computer program for modeling chemical reactions and transport pro-
cesses in groundwater environments. As seen in chapter 3 on page 5, there are many
programs modeling reactive transport. Phreeqcs advantage is the numerical solution
algorithm and the implementation of various coherent databases comprising thermody-
namical data of elements, compounds and reactions, enabling phreeqc to calculate:

• speciation and saturation-index based reactions

• isotope mole balances

• inverse modeling

• batch reactions and 1D transport

• reversible reactions, including

� aqueous equilibria

� mineral equilibria

� gas equilibria

� solid-solution equilibria

� surface complexation equilibria and

� ion-exchange equilibria.

Further

• irreversible reactions, involving

� speci�ed mole transfer of reactants

� kinetically controlled reactions

� mixing of solutions

� temperature changes. (Parkhurst & Appelo, 1999)

(Parkhurst & Appelo, 1999)

Phreeqc is based on the Fortran code phreeqe. 15 years later, Parkhurst
(1995) published the completely new program phreeqc 1, written in the C language.
The second version (Parkhurst & Appelo, 1999) extends the previous, resuming
the capabilities of the program listed above. The orientation "towards system equi-
librium rather than just aqueous equilibrium" (Parkhurst & Appelo, 1999, p. 3)
is possible due to the implementation of various chemical databases. The database
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phreeqc.dat is taken from the phreeqe version and includes the most important ele-
ments and some major heavy metals. One also can use calculate with the database of
the wateq4f-model (Nordstrom et al., 1990) or the database �les of minteqa2
(Allison et al., 1991). The database llnl.dat was originally made in geochemist
workbench format, and reformatted to �t the phreeqc code. The major problem
concerning the databases is the lack internal consistency. The log K's and the en-
thalpies have been taken from various literature sources. But phreeqc.dat and wateq4f

are consistent with Ball & Nordstrom (1991) and Nordstrom et al. (1990)
(Parkhurst & Appelo, 1999). In this thesis the phreeqc version 2.14. is used.

5.1. Redox process modelling with PHREEQC

Redox states and processes (see chapter 4.3) are implemented. Regarding a particular
redox state, the user can specify the pe-value, or, as Lindberg & Runnels (1984)
proposed, enter the concentrations of a certain redox couple, such as Fe(III)/Fe(II)
or As(V)/As(III). Phreeqc calculates the pe-value corresponding to the given redox
couple. Without speci�cation of an redox state, phreeqc begins its calculations with
the standard pe-value of 4 (Appelo & Postma, 2005).

5.2. Rate expressions within PHREEQC

Rate expressions of geochemical reactions that not reach equilibrium in the modeled
time frame can be calculated with the embedded BASIC interpreter in phreeqc. The
di�erent rates are integrated over a time interval using the Runge-Kutta algorithm
(Appelo & Postma, 2005). The user can specify which tolerance the error estima-
tion of the numerical method should not exceed. There are two data blocks within the
user speci�es its rate equations. In the data block RATES, the mathematical expres-
sion of the kinetic reactions is de�ned. In the KINETICS data block, the parameters
controlling the reaction rates set in the RATES block are de�ned, further which phase
or chemical species reacts, their stoichiometric coe�cients and at last parameters con-
trolling the iterations of the Runge-Kutta algorithm (Parkhurst & Appelo, 1999).
The user can decide with the keyword "INCREMENTAL_REACTIONS", whether ev-
ery time step starts at time zero and so the results of the previous one does not a�ect
the next run, or that the results of the previous time step are the starting point of the
next iteration (Parkhurst & Appelo, 1999).

5.3. Examples of PHREEQC applications

Prommer et al. (1999) used the phreeqc code to model the transport and the
changes of all inorganic components considered. In a study concerning the reactive
processes during biodegradation the source or sink term of chemical inorganic species
due to precipitation or solution was modeled with phreeqc (Prommer et al., 2002).
Brun & Engesgaard (2002) cite in their review several approaches modeling the
geochemical reactions in pollution plumes using a partial equlibirium approach. These
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studies published in the late nineties "either use the phreeqe or the phreeqc code as
the geochemical equilibrator" (Brun & Engesgaard, 2002, p. 215). As a simpli�ca-
tion of the degradation of organic matter, the cited studies add carbon in the valence
state of zero to the solution (Brun & Engesgaard, 2002). Aagaard et al. (2002,
A5) wrote in an abstract for the Goldschmidt Conference, that "PHREEQC reactive
�ow simulations with dual Monod kinetics included, represent an attractive approach
to evaluate the degradation potential for contaminated aquifers." Unfortunately it was
not possible to obtain this publication in the thesis' time frame.
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6. Application of PHREEQC

6.1. Introduction

As shown in chapter 4.5, the microbial consumption of carbon in groundwater envi-
ronments generates speci�c sequential chemical reactions, whose characteristics depend
on the abundance of degradable carbon and terminal electron acceptors. Furthermore
the mathematical description of the bacteria population activity consuming carbon
has been elucidated in chapter 4.6. In this chapter, di�erent modelling approaches
with phreeqc will be outlined. First, organic carbon is added incrementally to three
di�erent solutions. One gneissic perigacial water, one with higher nitrate concentra-
tions and one partially depleted in oxygen. The organic carbon added reacts to ther-
modynamical equilibrium instantaneously. The simulations are run with the default
database phreeqc.dat. For comparison, one simulation is run with the database wa-

teq4f.dat and one compares the changes of nitrogen equilibrium modelled with two
di�erent databases.

6.2. The degradation of organic matter modelled

with PHREEQC

The keyword REACTION in phreeqc enables to add or remove elements or com-
pounds to the de�ned solution. Representing organic matter, the formula CH2O(NH3)0.07

is added incrementally in log ·n (n= 1-20) steps, multiplied by 0.01, as shown in �gure
7. The formula for biomass is taken from (Parkhurst & Appelo, 1999, p. 236),
where biomass degradation is modelled without the principal ions serving as TEAs.
Three di�erent waters are chosen to determine, how the chemical composition infers

the redox changes due to biomass degradation. The values for the hydrochemistry of
the initial solution are taken from the o�cial website of the local water supplier baden-
ova (badenova, 2007). The �rst water is taken from a gneissic periglacial area in the
west of Freiburg, south-western Germany. The second water derives from the Upper
Rhine valley, which has higher values of sulfate and calcite. To see how higher nitrate
values a�ect the redox chemistry of the degradation process, an arbitrary chosen value
of 20 mg of NaNO3 was added to the original solution. In simulation 6 the partial
pressure of oxygen is set to 2/3 of the original value, from 20.17 % to 13.85 %.

The partial pressure of the gas composition of the atmosphere has to be de�ned
with the keyword GAS_PHASE. Nitrogen has to be de�ned as a chemically inert gas,
represented as Nzero. Otherwise nitrogen and oxygen react to equilibrium, which in
natural environments hardly happens, due to the thermodynamically inertia of nitro-
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Figure 7.: Moles of organic carbon added to solution

gen. As second step, phreeqc equilibrates the gases and the solutes given, due to
their thermodynamical properties, as de�ned in the database. Then the addition of
the formula given in the REACTION block begins, in intervals de�ned by the user.
After each run, phreeqc calculates chemical equilibrium.

6.2.1. Simulation 1: Reference simulation

In �gure 8, the values of organic matter added to the solution are set to the abscissae.
The left ordinate represents the concentrations in moles/kg H2O and the right ordinate
the values of the pe and the pH.

Figure 8 shows the changes of pH, pe and the concentrations of principal elements
due to the addition and oxidation of organic matter. In the abscissa, the concentra-
tions in moles/kg H2O of the formula CH2O(NH3)0.07 added are displayed, which
represents organic matter, and it increases in log ·n· (n= 1-20) steps. In the �rst step,
when 0 moles are added, phreeqc equilibrates the solution thermodynamically. As
long as oxygen is abundant in concentrations above 1×10−3 moles/kg H2O, the pe
increases little, from 18.43 to 18.72. Then the depletion of oxygen proceeds rapidly
and the pe value decreases to ∼ -1.7. With that change of the redox conditions, the
pH value increases from ∼ 3.35 to ∼ 5.15. The pe values is strongly correlated to the
concentration of oxygen, whose value changes from 1.63 mmoles/kg H2O, according to
the partial pressure of 20.78 %, to 8.19 ×10−4 moles/kgw, and in the further step to
8.81×10−08 moles/kgw, and then to zero. The value of nitrate ranges around 1 and
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Figure 8.: Simulation 1. Changes of hydrochemistry due to the reduction of organic matter

0.1 mmoles/kgw. The nitrogen species in the degradation process are regarded more
speci�ed in �gure 14. Iron is increasing in both redox states. Fe+3 goes from zero to
7.15×10−10 moles/kgw and back to zero, when oxygen is depleted. The concentration
of the reduced state of iron (Fe+2) increases a little from 9.24×10−15 moles/kgw to
1.34×10−12 moles/kgw. As the pe remains negative, the molesality of Fe+2 stays at
the value of 3.45×10−7 moles/kg H2O. In oxidising conditions, sulfate varies around
0.1 mmoles/kgw, and decreases fastly corresponding to the change of redox state to
∼ 3.0×10−10 moles/kgw. Methane increases at step 8 from 9.97×10−5 moles/kgw to
maximal 1.51×10−3 moles/kgw. The concentration of hydrogen varies around 1 ×10−10

moles/kgw.

One can see, that the reduction of oxygen mainly a�ects the pe and the related
redox processes. Once oxygen is depleted, the reduction of other electron acceptors,
such as nitrate, sulfate and iron, occurs rapidly. The raising of the value of Fe+3 in
the range of zero to 4.77×10−1 moles/kgw organic matter may be in�uenced by the
change of the pH of the solution. In the following increments, iron is reduced from
Fe+3 to Fe+2. The high value of methane bases on the high concentrations of carbon
added and the lack of other electron acceptors. The concentration of hydrogen are
almost stable around 0.95 to 1.07 nM/kgw. According toWiedemeier et al. (1999),
(�gure 5 on page 30), this redox state is characterized by a hydrogen concentration of
5 nM/kgw H2, due to bacterial activity, which phreeqc does not account for.
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6.2.2. Temperature dependency

Phreeqc also accounts for temperature e�ects. Simulation 8 was run with a tem-
perature given for water and air of 5◦C, represented by the straight lines, and 25◦C,
represented by the dashed lines in �gure 9. The solubility of gases in water is highly
dependent of the temperature. Thus in colder environments, water has a higher oxygen
abundance.

Figure 9.: Temperature dependency: Straight lines represent 5◦C, dashed one 25◦C water tem-
perature.

The dependency of oxygen abundance with temperature is shown in �gure 9. The
warmer water depletes in oxygen more rapidly. The other redox reactions are a�ect
by the earlier depletion of oxygen. Such as nitrate, which lasts longer in water with
colder temperatures, because oxygen is more abundant and is the �rst chosen electron
acceptor. Figure 10 shows the pe and pH values of temperature increments form 0◦C
to 20◦C. A signi�cant bias toward more biomass is in the simulation with 0◦C. With
a water and air temperature of 15◦C, pH and pe begin to change with less biomass
added. With temperature of 20◦C, the pe values is higher in oxidising conditions, a
change that might be due to program erros.

6.2.3. Simulation 2: Smaller increments

To evaluate the in�uence of the oxygen concentration on the redox state, smaller in-
crements of the organic matter added were chosen. By starting at the concentration of
8.25 moles/kgw and adding further increments of 0.05 moles CH2O(NH3)0.07 per kgw
in each step, a higher resolution of the redox procedures is obtained.
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Figure 10.: Temperature dependency: The changes of pH and pe due to di�erent temperatures,
range is from 0 to 20◦C.

Figure 11.: Simulation 2: Changes of hydrochemistry in small incremental steps of organic carbon
added
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In �gure 11, the results of simulation 2 are displayed. The initial conditions of
the water used are the same as in simulation 1 (�gure 8). The keyword INCREMEN-
TAL_REACTIONS is set to -true, resulting in an addition of the increments of organic
matter added, as shown in the abscissae in �gure 11. In consequence of the smaller
increments of the carbon added, the modi�cation of the concentrations is less steep.
In comparison to �gure 8, oxygen depletes after a lower concentration (1.28×10−10
moles/kgw). Fe+2 arrives at the same concentration, whereas the reduction of sulfate
and the formation of hydrogen and methane occurs in lower increments. The �nal
concentrations of sulfate, methane and hydrogen are higher, respectively lower, due to
the lower total quantity of organic matter added.

6.2.4. Simulation 3: Di�erent database

In �gure 12, the in�uence of the use of a di�erent database is exempli�ed. In this
simulation, the database wateq4f.dat was used with the same input parameters as in
simulation 2, shown in �gure 11.

Figure 12.: Simuation 3: The in�uence of the di�erent database on simulation 2. Database used
is wateq4f.dat

The progression of oxygen, nitrate, iron(II), pe and pH are the same as in simulation
2. However, reduction of sulfate di�ers over almost 5 magnitudes. Also the formation
of hydrogen and methane does not reach concentrations as high as in simulation 2.
To maintain comparability, the following simulations are run with phreeqc.dat as the
reference simulation (sim. 1).
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6.2.5. Simulation 4: Higher nitrate content

A water from the Upper Rhine valley with higher calcite, sulfate and nitrate contens was
chosen to evaluate a di�erent response on the sequential addition of organic matter.
Principal issue was to determine the in�uence of higher nitrate concentrations. An
in�uence has been detected clearly with the original composition, but not be seen with
a resolution which �ts to a page. So the concentration of nitrate has been augmented
arbitrarily by adding 20 mg of NaNO3. The results are shown in �gure 13.

Figure 13.: Simulation 4: Water with higher nitrate concentrations

Some di�erences between simulation 1 (�gure 8) and simulation 4 (�gure 13) can be
stated. Iron is not abundant in the analyzed water. Even though the concentration
of calcium is more than double, the denoted pH value is lower than in simulation
1. The high concentration of nitrate (41.4 mg/L) yields to a capability of the aquatic
system, to oxidise more biomass in conditions characterized by a positive pe value. The
critical concentration of the biomass added, when the pe value changes from positive
to negative values, is one reaction step later then in simulation 1. Quantitatively, the
system bears 0.052 moles of CH2O(NH3)0.07 more than the one in simulation 1, before
tilting to reducing conditions (at 0.954 moles CH2O(NH3)0.07 per kgw added).

6.2.6. Simulation 5: Nitrogen species

To obtain a clearer view of the composition of nitrogen species, the input parameters
of simulation 4 were used, but only concentrations of nitrogen species are displayed.
The default database phreeqc.dat only accounts for the nitrogen species N2, NO

−
2 and
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NO−3 , therefore the database llnl.dat was chosen for simulation 5. And in �gure 15, the
concentrations of nitrogen species phreeqc.dat does account for are compared with the
results the simulation with llnl.dat gives.

Figure 14.: Simulation 5: Nitrogen species

The pH and the concentrations of O2 and NO
−
3 are almost congruent with each other.

The pe value in reductive conditions is calculated by llnl.dat at -0.95 and by phreeqc.dat
at -2.05. The database phreeq.dat calculates one magnitude more NO−2 then llnl.dat as
in the �rst four steps with N2.

6.2.7. Simulation 6: Reduced partial pressure of oxygen

In this simulation, the same input parameters as in simulation 1 were used, but the
partial pressure of oxygen was set to 2/3 of the original value, from 20.78 % to 13.85 %.
The results of simulation 6 are displayed in �gure 16 show, that the lower abundance

of oxygen in�uences the redox situation strongly. Though the mechanisms are equal
to simulation 1 (�gure 8), there is a bias of the system toward lower concentration of
biomass.
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Figure 15.: The databases llnl.dat and phreeqc.dat compared running simulation 5

Figure 16.: Simulation 6: Reduced partial pressure of oxygen in the initial solution
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6.3. Kinetic reactions

6.3.1. Monod degradation kinetics

In this section, the basic concepts of bacterial degradation of organic compounds will
be implemented in phreeqc. The assumed scenario is an arbitrary contamination of
4 kg phenol, and 2 kg phenol per cubic meter water, resulting in a concentration of 4 g
phenol per liter and 2 g/L, equals 4.25×10−3 and 2.125×10−2 moles/kgw, respectively.
The formula used to model the degradation is the Monod equation (formula 30 on
page 31). The values of the parameters for the Monod equation were taken from
Appelo (2008) (Example 10_7). For that, the formula and its parameters are de�ned
in phreeqc under the keyword RATES as parm(n), the values of the corresponding
parameters are set under the keyword KINETICS in line "-parms". The values of the
parameters used are tabulated in table 4.

Figure 17.: Simulation 7: The degradation of Phenol modelled with PHREEQC using the Monod
equation

The results of the calculation are displayed in �gure 17. The left ordinate is set in
linear steps, whereas the right ordinate is set in common logarithm steps. The green
line (long and short dash) represents the scenario of 2 g/L degraded. After 27 days, the
concentration of phenol undercuts half the starting concentration and after 54 days, as
can be seen in the logarithmic scale, the concentration of phenol goes below the range
of ng/L, a concentration, where the contaminant might be neglected. Starting with 2
g/L phenol, after 11 days, the concentration of phenol is halved, and after 40 days it
undercuts the magnitude of 10−9 g/L.
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Table 4.: Values of parameters in the Monod equation

Sim. Nr C at t0 moles/L µmax k1/2 days to C1/2 days to C < ng/L

7 4 1.610×10−8 1.700×10−3 27 54
8 2 1.610×10−8 1.700×10−3 11 40
9 2 3.220×10−8 1.700×10−3 7 23
10 2 0.805×10−8 1.700×10−3 20 85
11 2 1.610×10−8 3.220×10−3 11 67
12 2 1.610×10−8 0.855×10−3 11 31
13 2 1.610×10−8 1.610×10−8 10 18

6.3.2. Monod sensitivity analysis

For a sensitivity analysis of the Monod parameter, the values of the maximum growth

rate µmax and the half-saturation constant k1/2 were set to the double and the half of the
original value. Simulation 8 represents the reference simulation. A list with the number
of the simulation, the initial concentration, the corresponding values, the days within
the phenol concentration is halved and the number of days when the concentration
undercuts 10−9 g/L is tabbed in table 4.
The results are presented in table 4, in �gure 18 in a linear scale and in �gure 19

in common logarithmic scale. The most sensitive parameter is the maximum growth

rate µmax. The double of the original value is represented by the red line and the
half by the orange one. The time, in which half the contaminant is degraded (C1/2),
is in the reference simulation (Sim 8) 11 days with the value of µmax of 1.61×10−8.
Doubling this value to 3.22×10−8 yields to a time of C1/2 of 7 days. After 23 days the
concentration is below 10−9 g/L (=̂ng/L). Taking the half of the initial value for µmax,
0.805×10−8, C1/2 is reached after 20 days, and the concentration of ng/L is undercut
after 85 days.
Less sensitive than µmax is the half-saturation constant k1/2. The time to C1/2 does

not vary, but the concentration < ng/L does vary about 40+27 = 67 and 40-9 = 31
days for the double and the half of the reference value, respectively (Sim. 11 and Sim.
12).
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Figure 18.: Sensitivity of the Monod parameters, as listed in table 4

Figure 19.: Simulation 7: The degradation of Phenol modelled with PHREEQC using the Monod
equation
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6.3.3. Michaelis-Menten kinetics

As microorganisms degrade organic matter and contaminants, their growth and death
rate is a controlling factor. This dependency is expressed by the yield factor Y (see
formula 33 on page 31). The mathematical expression is referred to as the Michaelis-
Menten approach. In Appelo & Postma (2005) on page 522, the results of a batch
experiment determining xylene breakdown in pristine aquifer sediment are implemented
in phreeqc. The degradation of the contaminant is related to the growth of bacteria.
Due to better comprehension, the formulation of Appelo was used. The chemical for-
mula was changed to phenol and calibrated to �t the results of the Monod-degradation
modelling. The retardation is not included in the sensitivity analyses, because it has
to be determined before modelling as a input parameter. The dependency of degrada-
tion and biomass growth as Appelo & Postma (2005) proposed is implemented in
phreeqc under the keywords RATES and KINETICS, as follows :

Degradation of C
dC

dt
= −µmax

M

Y · 8
C

k1/2

1

1 +R
(37)

Biomass M
dM

dt
= Y · 8dC

dt
R− kMdM (38)

C = Concentration of contaminant moles/L
µmax = maximum growth rate 1/s
Y = Yield coe�cient moles Biomass C/moles C
k1/2 = half saturation constant moles/L
R = Retardation factor
M = Biomass moles C/L
kMd = Biomass death rate coe�cient 1/s

6.3.4. Sensitivity analysis on Michaelis-Menten kinetics

The biomass growth and the degradation are related via the mass of the biomass B.
The parameters were calibrated that half of the mass of phenol is degraded after 11
days, in order to compare the simulations of the breakdown of phenol with, and without
biomass growth. Time intervals are 12 hours in 30 days. The values of the parameters
are listed in table 5. Though after 11 days, the concentration is halved, comparing
the results of simulation 7 (�gure 17), the way of degradation is completely di�erent.
The chemical formula of the bacteria is de�ned to be CH1.4O0.4N0.2 with 22.6 g/moles
molesar mass (after (Appelo & Postma, 2005, p. 523)). The bacteria start with the
mass of 1.68×10−6 g/L and grow due to consumption of phenol. Approximately after
7 days , when the concentration of the biomass succeeds 5 mg/L, phenol starts to be
degraded rapidly. The lack of a tailing is the most peculiar di�erence. After 12 days,
the concentration of phenol is zero. The concentration of the bacteria diminishes due
to the value of the bacterial death rate KBd.
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Figure 20.: Simulation 14: Degradation of phenol and biomass growth

Figure 21.: Sensitivity analysis of biodegradation modelled with the Michaelis-Menten approach
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Table 5.: Values of parameters in the Monod equation

Sim. Nr C at t0 moles/L µmax k1/2 Y KBd days to C1/2

13 2 1.910×10−5 1×10−8 0.5 1×10−8 11
14 2 1.910×10−5 1×10−8 0.3 1×10−8 11
15 2 1.910×10−5 1×10−8 0.1 1×10−8 10
16 2 1.910×10−5 1×10−8 0.7 1×10−8 11.5
17 2 1.910×10−5 1×10−8 0.9 1×10−8 11.5
18 2 1.910×10−5 1×10−8 0.5 1×10−6 12
19 2 1.910×10−5 1×10−8 0.5 5×10−6 16.5
20 2 1.910×10−5 1×10−8 0.5 8×10−6 23.5
21 2 1.910×10−5 1×10−6 0.5 1×10−8 11
22 2 1.910×10−5 1×10−3 0.5 1×10−8 12
23 2 1.910×10−5 5×10−3 0.5 1×10−8 14
24 2 1.910×10−5 1×10−2 0.5 1×10−8 17
25 2 0.955×10−5 1×10−8 0.5 1×10−8 22
26 2 3.82×10−5 1×10−8 0.5 1×10−8 5.5

In a sensitivity analysis, the yield coe�cient, the bacterial death rate, and the pa-
rameters of the Michaelis-Menten equation were modi�ed, as shown in table 5. The
results are shown in �gure 21. The reference simulation is number 13. In simulation 14
the yield coe�cient Y is set to the value of 0.3. In the following simulations, the value
of 0.5 was chosen, as proposed by many literature sources (see section 4.6 on page 33).
Then, the death rate of the bacteria is set to a higher value of about two orders of
magnitude. At last the half-saturation constant and the maximum growth rate are set
to other values, to determine their sensitivity. The input values and the their in�uence
are tabulated in table 5 and graphical demonstrations of the simulations are shown in
�gures 21 to 24.
The lower yield coe�cient generates less bacterial growth, because less of the sub-

strate degraded and less of the energy yielded serves for bacterial growth. In simulation
14 and 15, the yield coe�cient is 0.3 and 0.1, respectively. Phenol is degraded earlier
than in reference simulation no. 13, and less bacterial cells are produced. Simula-
tion 16 and 17 are calculated with higher yield coe�cients. More bacteria mass is
produced during the degradation, but nevertheless, the degradation process is not ex-
plicitly longer, although with the yield coe�cient of 0.9, the fast degradation process
starts later, but then it proceeds more e�ciently.
Simulation 18 to 20 show the e�ect of the bacteria death rate KBd. The value is set

from 1×10−8 to 1×10−6, to 5×10−6 and to 8×10−6. The higher the bacterial death
rate, the slower phenol is degraded and the faster the bacteria die after the degradation
(�gure 22). But once bacteria concentration overpasses a certain limit, the degradation
process is very likely in time in simulation 13 and 19 to 21.
The in�uence of the half-saturation constant is weaker then in Monod kinetics. A

increase of the half-saturation constant about 3 magnitudes does not a�ect the degra-
dation, getting to higher values, a critical point is reached and the parameter gets
sensitive in order to slow the degradation process, as simulation 21 to 23 show (see
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Figure 22.: Simulation 19 to 21. The in�uence of the bacterial death rate on the degradation
process

�gure 23.
As in the Monod kinetics, the maximum growth rate a highly sensitive parameter.

Multiplying and dividing it by 2, the degradation time di�ers about days. The mul-
tiplication by 2 shortens the half concentration time to 5.5 days and the division by
two extends it to 22 days. This sensitivity analysis shows that measurement of trigger
elements, trigger concentrations and/or compositions is a indispensable precondition
to determine the corresponding values of the degradation kinetics in a manner, sighting
responsible error margins in time, space, quality and quantity.
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Figure 23.: Simulation 21 - 23. The in�uence of the half-saturation constant on the degradation
process

Figure 24.: Simulation 24 and 25. The in�uence of the maximum growth rate on the degradation
process
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6.4. Discussion

The modelling of biological degradation of carbon with phreeqc is a promising at-
tempt to combine thermodynamical equilibrium with kinetically controlled reactions.
The possibility of including a self-written script into the phreeqc-code raises the
chance of forecasting the overall chemical processes included within its consequences.
The ability of phreeqc to add elements to the solution via the keyword REACTION
enables, to simulate on a thermodynamical basis the oxidation of organic matter (See
simulation 1 - 6 in section 6). The results show the expected results, the sequence of
reduction of the TEAs in consequence of the oxidation of organic matter. The reduc-
tion of the given TEAs (oxygen, nitrate, iron, sulfate and carbon) proceeds fast, as
once a critical concentration of organic matter is reached (�gure 8 and 11. The critical
concentration depends on the abundance of oxygen and nitrate. Once more nitrate is
abundant, the solution bears one step more organic matter (0.052 moles ), before it tilts
to reductive conditions, characterized by the negative pe (see �gure 13. Proportional
to this scheme, once lessoxygen is abundant, the solution bears 1.4472 moles/kgw less
organic matter, then in simulation 1 (cp. �gure 16 and 8), before tilting to reductive
conditions. Though, the results show some deviations compared to the sequences of
TEAs shown in literature sources (see chapter 4.5 on page 27). The abrupt turnover to
reductive conditions is the main di�erence. Many tests were run to determine, whether
this tilting is produced by steps in which organic matter is added, or composition of
master electron acceptors. The conclusion was yields to simulation 1 to 6. Neither
the abundance compounds to be reduced a�ected the character of the redox sequence,
nor the incremental steps the biomass was added to the solution. The simulations and
the values pre-de�ned were chosen after the criteria to visualize the critical changes
in the hydrochemistry adequately and to simulate natural scenarios. The coinstanta-
neous reduction of iron, sulfate and carbon could well be due to bacterial growth, death
and consumption kinetics, which phreeqc does not account for. The comparison of
di�erent databases used (�gure 12 and 15) show the dependency of the source of the
thermodynamical data. As the databases chosen result from one source respectively in
order to maintain consistency (see chapter 5), it would be overbearing to state which
database provides the more accurate results.
Section 6.3 shoes the ability of phreeqc to implement independent reactions in the

input code of phreeqc. The simulations run represent the basic formulas of bacterial
kinetics. The modelling of degradation controlled by bacteria population dynamics is a
step toward the overall modelling of degradation kinetics. As di�erent parameters in the
mathematical description control the degradation, sensitivity analyses were run. The
most sensitive parameter is the maximum growth rate mumax. While other parameters
could be changed in orders of magnitude, comparatively small abbreviations yield to
ample di�erences in the time of degradation. This underlines the importance of an
accurate determination of the maximum growth rate.
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7. Conclusion

As equilibrium chemistry is a useful tool to describe chemical reactions, the kinetically
controlled reactions represent the "real world" in environmental chemistry. Equilibrium
chemistry works with the �nal state of a chemical system, represented as ceq in �gure
25, whereas kinetics work with the time span between the beginning and the �nals
state. The beginning, expressed as a steep curve before time tc, can be neglected in
the most problems hydrological sciences deal with. Dependent on the residence time of
water and the chemical interactions focused on, the critical time tc shifts on the time
axis.

Figure 25.: The factor time in kinetic and equilibrium chemistry

To be able to model this time span of reaction with the concomitant processes bears
great opportunities to environmental water sciences. Determination of age, residence
time, reaction, future concentration and consequences of contaminants are the possibil-
ities among many which lie upon the horizon of environmental modelling. Regarding
contamination geochemistry, the state of the art of current research approaches to these
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goals. Models which include degradation kinetics of contaminants with thermodynam-
ical geochemistry have been applied recently and �eld measurements have been taken
to verify the results. Also the research of trigger concentrations and/or elements to un-
derstand the state of a system without long-term measurements have been published.
Combining the above mentioned techniques may yield to the ability to understand the
state of a system in time and/or space. So that the groundwater chemistry gives an
image about the recharge conditions in terms of TEA- and DOC-concentration, climate
and vegetation or that organic carbon content and the abundance of TEAs gives conclu-
sion which state a groundwater system yields to. Phreeqc is based on thermodynamic
data and includes the possibility of implementing self-written scripts. However, other
models have been developed to combine equilibrium chemistry and degradation kinet-
ics, such as TBC (Schaefer et al., 1998a,b), PHTRAN (Prommer et al., 1999)
or others presented in table 1 on page 7, which may suite better for contamination
modelling. Summing up, hope can be raised that failures by dealing with humanities
most important natural resource can be remediated and that groundwater exploitation
in present and future might be made in a reasonable way.
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A. List of abbreviations

◦
ai empirical ion size parameter /
b First-order decay coe�cient for cell death /
C Concentration g/L or moles/L
∆ H Reaction enthalpy kJ/mol
E0 Standard potential /
Eh Redox potential /
∆Gr Change in free Gibbs energy kJ/mol
∆G0

r Standard Gibbs free energy kJ/mol
γi Activity coe�cient of ion i /
i Activity of ion i /
IAP Ion activity product /
KElement Solubility constant /
k1/2 Half-saturation constant /
kMd Biomass death rate coe�cient in Michaelis-Menten kin. time−1

M Microbial Mass mg/L
mi Molality of ion i mol/kg H2O
moles/kgw Molality moles / kg H2O
Ω Saturation state /
pe Activity of electrons /
pH Activity of H+ ions 10x

R Gas constant 8.3144 J/K mol
SI log Ω /
T Temperature Kelvin
TEA Terminal Electron Acceptor
TEAP Terminal Electron Acceptor Process
µmax Maximum growth rate time−1

µ Growth rate time−1

Y Yield coe�cient moles biomass / moles C
zi charge number of ion i /



Appendix A. List of abbreviations



B. PHRREEQC Code

B.1. Simulation 1

TITLE Degradation of organic carbon in equilibrium,

gneissic water, Freiburg-Ebnet

SOLUTION_MASTER_SPECIES

Nzero Nzero2 0.0 Nzero 14.006

SOLUTION_SPECIES #NITROGEN

Nzero2 = Nzero2

log_k = 0

delta_h 0 kcal

PHASES

Nzero2(g)

Nzero2 = Nzero2

log_k 0

GAS_PHASE 1

-pressure 1.0

-temp 10.0

CO2(g) 0.0032

Nzero2(g) 0.78

O2(g) 0.2078

H2O(g) 0.0

CH4(g) 0.0

SOLUTION 1 #Values from Freiburg Ebnet, 2007

units mg/l

temp 10.0

pH 8.22

Ca 33.3

Mg 3.5

K 1.5

Na 7.5

S(6) 10.8 as SO4-2



Appendix B. PHRREEQC Code

Cl 11.8

N(5) 14.5 as NO3-

Fe 0.02

REACTION 1

CH2O(NH3)0.07 0.01 # 0.1 mol CH2O, 0.007 mol NH3; taken from Parkhurst & Appelo 1999

# steps are 0, log(1-20)

0

0.301029996 0.477121255 0.602059991

0.698970004 0.778151250 0.845098040

0.903089987 0.954242509 1

1.041392685 1.079181246 1.113943352

1.146128036 1.176091259 1.204119983

1.230448921 1.255272505 1.278753601

1.301029996 moles

INCREMENTAL_REACTIONS false

SELECTED_OUTPUT

-file Biomass_Ebnet.csv

-reaction true

-molalities O2 NO3- Fe+2 Mn+2 SO4-2 CH4 H2 Fe+3

END

B.2. Simulation 8

TITLE Monod degradation with Phenol; Simulation 8 (Reference)

SOLUTION_MASTER_SPECIES;

Phenol Phenol 0 94.11 94.11 # C6H6O

SOLUTION_SPECIES;

Phenol = Phenol; -log_k 0

SOLUTION 1

-units g/L

Phenol 2

RATES

Phenol



B.3. Simulation 13

-start

1 mu_max = parm(1);

2 k_half = parm(2)

3 S = tot("Phenol")

10 rate = (-mu_max )* S/ (k_half + S)

50 dS = rate * time

90 print M m0 S mu_max k_half rate time

100 save dS

-end

KINETICS

Phenol

-formula Phenol 1

-m0 0

-parms 1.61e-8 1.7e-3 #mu_max k_half

-steps 5184000 in 60 #60 days

INCREMENTAL_REACTIONS true

SELECTED_OUTPUT -reset false

-file Monod_Phenol_Sensi_2x_mumax.xls

-totals Phenol

-kinetic_reactants Phenol

-time

END

B.3. Simulation 13

SOLUTION_MASTER_SPECIES

Phenol Phenol 0 94.11 94.11 # C6H6O

SOLUTION_SPECIES

Phenol = Phenol

-log_k 0

RATES

S_degradation

-start

1 mu_max = parm(1)

2 k_half = parm(2)

3 Y = parm(3)

4 R = 1 + parm(4)

10 S = tot("Phenol")



Appendix B. PHRREEQC Code

20 B = kin("Biomass")

30 rate = -mu_max * (B / (Y * 6)) * (S /(k_half + S)) / R

40 dS = rate * time

50 save dS

60 put(rate, 1) # Store dS/dt for use in Biomass rate

-end

Biomass

-start

1 Y = parm(1)

2 R = 1 + parm(2)

3 k_Bd = parm(3)

10 rate_S = get(1) * # Get degradation rate, multiply by Retardation

20 B = m

30 rate = -Y * 6 * rate_S - k_Bd * B

40 dB = rate * time

50 save -dB

-end

SOLUTION 1;

-units g/L

Phenol 2

KINETICS 1

S_degradation

-formula Phenol 1;

-m0 0

-parms 1.91e-5 1e-8 0.5 0.86 # mu_max, k_half, Y, K_d

Biomass

-formula C 0;

-m0 0.75e-7

-parms 0.5 0.86 1e-8 # Y, K_d, k_Bd

-steps 2592000 in 60 #30 days

INCREMENTAL_REACTIONS true

SELECTED_OUTPUT

-file MM_sensi.csv

-reset true

-molalities Phenol

-kinetic_reactants Biomass S_degradation

END



B.3. Simulation 13

A�rmation

I hereby affirm that this diploma thesis was accomplished solely by my own

and with the resources cited.

Freiburg, 6. June 2008 Jakob Holch
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